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ABSTRACT

Observations made by the Michelson Doppler Imager (MDI) and Variability of solar IRradiance
and Gravity Oscillations (VIRGO) on the Solar and Heliospheric Observatory (SOHO) and by the
ground-based Birmingham Solar Oscillations Network (BiSON) and Global Oscillations Network
Group (GONG) have been used in a concerted effort to search for solar gravity oscillations. All spectra
are dominated by solar noise in the frequency region from 100 to 1000�Hz where g modes are ex-
pected to be found. Several methods have been used in an effort to extract any g-mode signal present.
These include: (i) the correlation of data – both full-disc and imaged (with different spatial-mask prop-
erties) – collected over different time intervals from the same instrument, (ii) the correlation of near-
contemporaneous data from different instruments, and (iii) the extraction – through the application of
complex filtering techniques – of the coherent part of data collected at different heights in the solar
atmosphere.

The detection limit is set by the loss of coherence caused by the temporal evolution and the motion
(e.g. rotation) of superficial structures. Although we cannot identify any g-mode signature, we have
nevertheless set a firm upper limit to the amplitudes of the modes: at 200�Hz, they are below 10mms−1

in velocity, and below 0.5 parts per million in intensity. The velocity limit corresponds very approxi-
mately to a peak-to-peak vertical displacement ofÆR=R� = 2:3 �10−8 at the solar surface. These levels
which are much lower than prior claims, are consistent with theoretical predictions.

Subject headings:Sun: general – Sun: interior – Sun: oscillations – methods: data analysis

1. INTRODUCTION

Helioseismology has, over the past twenty five years,
added immensely to our knowledge of the solar interior
through the study of resonant p-mode oscillations. (See
Christensen-Dalsgaard 1998 for a recent review of the
field.) The current seismic signal are the manifestation of
sound waves trapped within the body of the Sun. Gravity
g modes remain undetected.

Sound waves which traverse the solar interior spend lit-
tle time in the core regions, owing to the very high tem-
perature. In spite of this short dwell time, the p modes are
nonetheless a sensitive probe of the deep radiative inte-
rior since their frequencies can be measured to such high
accuracy (a few parts in 106 for the lowest-frequency low-
degree p modes detected to date). However, the g modes
we seek to detect would be confined wholly within a reso-
nant cavity in the radiative interior. Their detection there-

fore promises to provide an even more precise diagnostic
of the core properties of the Sun. Since they are evanes-
cent in the convection zone, the amplitudes of these modes
are expected to be very low in the photosphere where the
responses of the most commonly used observational tech-
niques are peaked. This makes the task of obtaining a
firm detection particularly challenging. In addition, the
predicted g-mode amplitudes before the launch of SOHO
were about 1 mm s−1 (Gough 1985). In view of the pre-
dicted solar noise (Harvey 1985), this made the detection
of g modes a challenging task.

The first claims of detection of solar normal modes at
frequencies below 500�Hz were made by a number of
groups using different techniques. Severny et al. (1976)
measured the difference between the radial velocity of a
central portion and a circular annulus of the solar disc,
and found a signal with period 160 minutes and ampli-
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2 Observational upper limits for low degree solar g modes

tude 2:2ms−1. Brookes et al. (1976) searched for minute
radial velocity variations analogous to those of Cepheids
and other pulsating stars. From the analysis of two days of
data, they uncovered the presence of a statistically highly
significant periodic signal at 2.65 hours with an associ-
ated amplitude of 2:7ms−1. Later comparison between
the two sets of measurements established that the oscilla-
tion phases of the two agreed. Brown et al. (1978) mea-
sured the diameter of the Sun using sophisticated edge-
definition observations. To date, it is not clear whether
the claimed oscillations were due to atmospheric distur-
bances or instrumental artifacts, or to temporal variations
of true solar origin which have since subsided.

These early observations were followed up by numer-
ous other measurements giving ever decreasing ampli-
tudes or amplitude limits (e.g. Scherrer et al. 1979,
Delache & Scherrer 1983). Subsequent intensity and
Doppler velocity observations have failed to confirm these
results. (For a review see Fröhlich & Andersen 1995.)
More recently, Thomson et al. (1995) claim to have de-
tected g modes in solar wind data collected byUlysses
(Marsden et al. 1996). However, this has now been cast
into some doubt as the result of further analyses (Riley
& Sonett 1996, Hoogeveen & Riley 1998, Denison &
Walden 1999).

The modern field of helioseismology supports a broad
range of high-quality observational programs, both space-
borne (e.g. GOLF1, VIRGO2 and MDI3 on board the
SOHO4 spacecraft) and ground-based (e.g. BiSON5,
GONG6, IRIS7 and LOWL/ECHO8). Here, we report on
attempts to detect low-degree g modes through the coordi-
nated use of near-contemporaneous data collected by the
VIRGO, MDI, BiSON and GONG programs. We describe
in detail the various analysis strategies we have adopted.
Particular attention is paid to the non-trivial issue of the
precise calibration and comparison of frequency spectra
generated from data collected in intensity and velocity.
While we have failed to detect g modes, we have nev-
ertheless placed the lowest limits to date on their ampli-
tudes. The failure to detect any g mode is a confirmation
of theoretical predictions (Gough 1985, Harvey 1985)

2. OBSERVATIONS

2.1. MDI data

The MDI data (Scherrer et al. 1995) used here are the
LOI-proxy velocities (Hoeksema et al. 1998). They con-
sist of a set of calibrated velocities measured in the 180

bins of the LOI-proxy “instrument" over a period of 784
days (from 1996 May 1 to 1998 June 23). The trend due
to the radial orbital velocity of the spacecraft has been
removed from the data using information contained in
the SOHO orbit data files, and the remaining exponential
trend removed by subtracting a boxcar average of width 1
day applied to the time series. The data have a sampling
cadence of 15 sec (Nyquist frequency at 33.3 mHz) and an
integration time of 1 %. The complete time series has a
duty cycle of better than 98%. Individual time series were
built for each (l ;m) mode with spherical-harmonic masks.

2.2. VIRGO data

A detailed description of the instruments which com-
prise VIRGO, their operation and data acquisition proce-
dures is given by Fröhlich et al. (1995). The data from
PMO6V, SPM and LOI used in the present analysis are
described in the following sections.

2.2.1. Total and spectral irradiance

The PMO6V and DIARAD radiometers measure the
total solar irradiance (TSI), while the sunphotometers
(SPM) measure the spectral irradiance in three 5-nm-wide
spectral bands in the red (862nm), green (500nm) and blue
(402nm) parts of the spectrum. The sampling cadence of
the SPM is 60 s (Nyquist frequency at 8.3 mHz) with an
integration time of 94%. The sampling cadence of the ra-
diometers is 180 s (Nyquist frequency at 2.78 mHz) and
an integration time of 31.3%. The performance of these
instruments is described by Anklin et al. (1998). For the
present study, we use data from the PMO6V radiometer
and the SPM.

The total length of the time series used is 853 days,
starting 1996 February 22. The duty cycles are 94.1%
for the PMO6V, and 92.7%, 95.2%, and 95.8% for the
red, green, and blue SPM channels respectively. Because
the sensitivity of the SPM – and to a much lesser extent
that of the radiometer – have suffered degradation over the
course of the mission, proper de-trending of the time se-
ries is essential. A triangular-shaped filter ofFWHM 1 day
has been used to de-trend the time series and to calculate
the relative variations.

2.2.2. Luminosity Oscillation Imager

The performance of the Luminosity Oscillation Imager
(LOI), and the associated data-reduction procedures, are
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described by Appourchaux et al. (1997). Each pixel is de-
trended with a triangular-shaped filter ofFWHM 1 day. In
order to extract a given angular degree, the 12 pixels are
combined using spherical harmonic filters (Appourchaux
& Andersen 1990, Appourchaux et al. 1998b). Since these
filters are complex, they allow one to separate eachm in a
given (l ;n) multiplet. The leakage properties of the filters
are well known (Appourchaux et al. 1998b). The filters
are computed on a weekly basis using the real size of the
solar image – which is calibrated in flight – and the ori-
entation (latitude) angle of the Sun. (The position angle
of the solar rotation axis is maintained at zero degrees by
the orientation of the spacecraft.) The weekly filters are
then averaged over the duration of the observations in or-
der to produce a single filter which can be applied to the
pixel time series to produce the targeted (l ;m) signal. The
sampling cadence of the LOI is 60 s (Nyquist frequency at
8.3 mHz) and an integration time of 99%. The time series
utilized here is of length 819 days (from 1997 March 27,
1996 through 1998 June 24), and has a 99% duty cycle.

2.3. BiSON data

BiSON is a network of 6 stations distributed around
the globe (Elsworth et al. 1995). The instruments use a
Potassium resonance cell to measure solar radial veloci-
ties (Brookes et al. (1978b)). The sampling cadence of
BiSON is typically 40 s (Nyquist frequency at 12.5 mHz)
with a typical integration time of 40%.

Unlike those derived from the SOHO instruments, a Bi-
SON frequency spectrum is generated from an appropri-
ate (coherent) combination of data collected by six net-
work instruments. The comparative quality of the data
will inevitably vary, with some stations better suited to
the study of low-frequency phenomena than others. In or-
der to maximize one’s ability to detect long-period solar
p and g modes, data selection criteria are required that
take into account the quality of the observations made at
each site over the frequency range of interest. The need
to maximize the duty cycle of the network implies that
data should be used, where available, from a single sta-
tion. However, there is a trade-off between: (i) the in-
troduction of these data to the final time series; and (ii)
the possibility that—if they are of poor quality—their use
may drive up the noise power level of the combined net-
work set to such an extent that this negates the apparent
advantage of using the data in the first place.

The above can be expressed quantitatively as follows.
First, consider a time series comprised of data from a sin-
gle site. Letd be the fractional duty cycle of the time
series, andP(�) be the mean spectral noise power over
the targeted frequency range (say,�! � + Æ�). A simple
“Figure Of Merit” (F.O.M) that encapsulates the trade-off
is then:

F:O:M = d=P(�): (1)

Ford = 1:0, i.e., a 100% fill in the time domain, the F.O.M.

in Eq. (1) then corresponds simply to the inverse of the
mean power over the frequency band of interest. If data
are to be combined from several stations, this expression
must be generalized somewhat. If the characteristics of
the constituent sites are each tagged by the indexi, such
that for N stations, 1� i � N, the expanded expression
becomes:

F:O:M =
D2

NX
i=1

di �Pi(�)

; (2)

where

D =
NX

i=1

di : (3)

As a first cut at the problem, we have implemented a
set of code that makes use of the above in the following
manner. Letpi(�; t) be the mean power, calculated over
the target frequency range, on a day-by-day basis. Next
consider a daily power rejection threshold for each site
Ti(�; t), again appropriate to the targeted frequency range.
If we choose to reject individual days for which the the
power pi(�; t) > Ti(�; t), this will alter: (i) Pi(�), i.e., the
overall mean power contribution from sitei; and (ii) fi ,
the fractional fill contribution from the site. Clearly, we
wish to find some combination of site thresholds,Ti(�; t)
that will give the optimal overall combination, i.e., that
which maximizes the F.O.M.. This can be realized by,
in essence, performing a multi-parameter minimization –
here, one varies, and then seeks to find at convergence, op-
timal estimates of the power rejection thresholds for each
site. Here we should point out that our optimization pro-
cedure does not filter out any low frequency component.

The resulting procedure has been applied in order to
select data – collected over the period 1994 May 16
through 1997 Jan 10 (971 days) – in order to optimize
the combined BiSON time series for the frequency range
200� � � 1000�Hz. The post-optimization duty cy-
cle is about 61% (reduced from 75%). At frequencies
below � 200�Hz, contamination by window-function-
related artifacts becomes severe; however, this is not of
serious concern since the strongest g modes (i.e., those
most-likely to be detected first) are expected to be found
at higher frequencies.

2.4. GONG data

GONG consists of 6 stations distributed around the
globe (Harvey et al. 1996). Each instrument measures
solar radial velocities in the NiI 676.8-nm line with a
Michelson interferometer. The GONG data reduction pro-
cedures are described by Hill et al. (1996). In order to
extract the mode signal, spherical-harmonic filters are ap-
plied to the pixel time series in a manner similar to the
MDI and LOI data. In addition, the mean velocity is sub-
tracted from each image. Unfortunately, this subtraction –
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combined with a merging optimized for the p-mode range
– enhances considerably the low frequency noise. Conse-
quently we choose to use only the available full-disc inte-
grated signal (which remains unaffected). The sampling
cadence of GONG is 60 s (Nyquist frequency at 8.3 mHz)
and an integration time of 33%. The time series used is
of length 1260 days (spanning the period 1995 May 24
through to 1998 September 29), and has a duty cycle of
84%.

The standard GONG pipeline reduction procedures are
tailored to the higher-frequency p-mode range, and as
such, a difference filter is applied to the time series in
order to suppress very low-frequency drifts in the data.
Since these frequencies are of interest to us here, we
have recovered this information by dividing the com-
puted GONG power spectrum by the corresponding trans-
fer function, e.g. f (�) = 4sin2(���t), where� is the
frequency and�t=60 sec is the sampling time (Hill and
Leibacher, 1999, private communication).

3. ANALYSIS TECHNIQUE

In order to compare the data from the different instru-
ments, we need to take into account the fact that: (i)
the temporal and spatial filtering appropriate to the dif-
ferent observations will differ; and (ii) the observational
responses may be peaked at different heights in the solar
atmosphere. Here, we address these issues in turn, before
considering in detail the techniques of analysis that we
have applied in an effort to uncover g modes in our data.

3.1. Spatial and temporal filtering

3.1.1. Temporal filtering

All power spectra computed for this paper have been
divided by the associated fractional duty cycle,F , such
that for a time-series of lengthN samples a white-noise
(Gaussian) source with a zero mean, characterized by a
sample standard deviation of�, will give a mean power
level in the frequency domain of�2=N. This means that
they satisfy Parseval’s theorem.

In order to ascribe the height of a prominent, narrow
peak in such a spectrum to an associated signal ampli-
tude in the time domain, we must allow properly for the
fill. Consider first a coherent, periodic signal (e.g., a sine
wave) with associated amplitudeA. A power spectrum
of a gap-free signal will have a peak of heightA2. If the
same signal is now forced through a window function with
fractional duty cycleF , the presence of gaps in the time
domain will result in a redistribution of power from the
main signal peak into, for example, prominent sidebands
if the gap structure has a strong periodic component. The
height of the main peak will be reduced toFA2. All spec-
tra shown are scaled to amplitude on the ordinate. In order
to recover correctly an estimate of the amplitude of a sig-
nal which gives a prominent peak in the power spectrum,
its measured height must be divided by the square root of

the fractional fill. This compensates for the power aliased
out of the peak.

Apart from the obvious correction performed on the
GONG data, no attempt was made to correct the spec-
tra from the different detrending filters or integration win-
dows. Nevertheless we can assess their influence on the
spectra. The 1-day boxcar filter will produce a 11.57-
�Hz sinusoidal modulation of power present in the fre-
quency domain, with an amplitude of� 1% above 300
�Hz; around 100�Hz the modulation increases to� 4
%. The 1-day triangle filter will modulate power by less
than 0.2% at 100�Hz. As mentioned in a previous section
the GONG detrending filter produces much larger distur-
bances that needed correction; this is not required for the
other filters. The additional filtering effect of the inte-
gration window is rather negligible for the low-frequency
part of the spectrum; it does, however, have some effect
over the p-mode range when the integration time is close
to 100%. This window also introduces spurious power
from the aliasing of high frequency power. The power
aliasing at low frequencies depends on the quality of the
integration time and on the solar spectrum. When the inte-
gration time is high (� 100 %), the aliased solar spectrum
at low frequencies is filtered out by the integration win-
dow; this is the case for VIRGO/SPM and VIRGO/LOI.
For the other instruments, which have a lower integration
time, the aliased power is fully transmitted. However ow-
ing to the 1= f characteristics of the solar spectrum, 1% at
most of the power is aliased into the low-frequency band
(the worst case figure is given for the VIRGO radiome-
ters). The low-frequency spectra presented in this paper
are therefore negligibly affected by the aliased power and
the detrending filters.

3.1.2. Spatial filtering

We must also take into account the spatial filter func-
tionsSnlm of each instrument. These are defined such that
the observedRMS velocity, vnlm

obs, of a mode identified by
(n; l ;m) is calibrated so as to yield itsRMS value over time
and space as:

vnlm
obs = Snlmvnlm

rms (4)

The appendix gives a proper definition of the spatial fil-
ter function, which should not be confused with the vis-
ibility. Dziembowski (1977), Brookes et al. (1978a) and
Christensen-Dalsgaard (1989) have, amongst others, dis-
cussed issues relating to the spatial filter functions ap-
propriate to full-disc observations. Here, we have de-
rived the spatial filter functions for both the full-disc and
imaging observations (See Tables 1 and 2). Their deriva-
tions are given in the appendix. These have been checked
for consistency by applying the corrections to the vari-
ous calibrated spectra and comparing the resulting mode
amplitudes at the center of the p-mode spectrum (i.e.,
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TABLE 1
P-MODE SPATIAL FILTER FUNCTIONS OF THE FULL-DISC

INTEGRATING INSTRUMENTS.

l m SBlue
lm SGreen

lm SRed
lm SBiSON

lm
y

0 0 1.00 1.00 1.00 0.72
1 0 0.00 0.00 0.00 0.00
1 1 0.90 0.88 0.85 0.70
2 0 0.41 0.38 0.34 0.33
2 1 0.00 0.00 0.00 0.00
2 2 0.50 0.46 0.41 0.50

y The BiSON values have been corrected for Doppler imaging effects as
computed by Christensen-Dalsgaard (1989).

TABLE 2
P-MODE SPATIAL FILTER FUNCTIONS OF THE IMAGING INSTRUMENTS

l m SLOI
lm SMDI

lm SGONG
lm

0 0 1.16 1.00 0.70
1 0 0.87 1.00 � � �
1 1 1.24 1.00 � � �
2 0 0.86 1.00 � � �
2 1 1.01 1.00 � � �
2 2 1.21 1.00 � � �
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at a frequency of� 3mHz). When we do so, we find
that the velocity spectra all give maximum amplitudes of
� 20cms−1.

The comparison of amplitudes observed in the full-disc
LOI data and the green channel of the SPM (nearest wave-
length, and hence closest response height, to the LOI
value) also validates the spatial filter functions computed
in intensity.

It is, in principle, possible to compute the correspond-
ing spatial filter functions for the g modes. They are
highly frequency and degree dependent. However, since
any computation of the intensity filter functions rely heav-
ily on uncertain theoretical considerations, we choose
here not to compute the spatial filter functions for the g
modes. Instead we use the spatial filter functions for the
p-mode frequencies and apply them in the g-mode fre-
quency regime.

3.2. Observation heights in the atmosphere for acoustic
waves

The trapped p modes and core-penetrating g modes are
evanescent in the photosphere, where the instruments de-
tect either intensity changes or spectral line shift inter-
preted as Doppler velocity variations. While the energy
density of the modes therefore decreases with height, the
decreasing mass density of the atmosphere means that the
amplitude of the observed waves actually increases with
increasing altitude.

The LOI and SPM both possess an observational re-
sponse that is peaked very close to 0km, i.e., at the base
of the photosphere9, while the BiSON, GONG and MDI
velocity data reflect perturbations roughly 250− 300km
above this level. We stress here that these values are very
approximate, and a precise derivation is far from trivial. In
addition, due to dependence on averaging of surface fine
structure, an average mean formation height may be phys-
ically irrelevant. As such, our intention here is merely to
flag the issue of height dependence, i.e., we have not at-
tempted to re-normalize any of the data to a notional ref-
erence height.

A proper derivation requires a thorough treatment of the
radiation hydrodynamics of the Fraunhofer line used (KI
for BiSON, NiI for GONG and MDI), which gives the
observations a different weighting over the solar disc. In
addition, for GONG and MDI the observation height dif-
fers from that of the line formation height (Jones 1989).
Further, the observation height changes over the course of
the observing season – again, to an extent which depends
upon the observational technique – as the passbands of
the instrument sweep over the wings of the line, reflecting
the changing relative velocity between different part of the
Sun and the instrument. Clearly, this effect will be more

pronounced for the ground-based data, and raises subtle
issues regarding the manner in which contemporaneous
observations from different sites in a network, whose lon-
gitudes may differ by several tens of degrees, are com-
bined to yield the final coherent time series.

3.3. Statistical analysis

The statistical distribution that describes power spectra
made from either full-disc or resolved-image data can be
approximated by�2 with n d.o.f, wheren = 2 for full-disc
integrating instruments, andn> 2 for resolved data. This
information can be used to derive the power level at which
a peak due to noise has a probability,pdet, of appearing
over a given range in frequency,�det. This threshold
depends upon the observing time (T), since the number
of frequency bins over the considered bandwidth will in-
crease with the length of the time series. The probability
that a random variableX takes a value higher than a given
valuex is given by:

p(x< X) =
�(n=2;x=2)
�(n=2)

; (5)

where�(a;x0) =
R +1

x0 e−t ta−1dt, and�(a) is the Gamma
function. Therefore the probability,pdet, that at least one
out ofN peaks be higher than a given value,x, is given by:

pdet = 1− (1− p(x< X))N: (6)

If p(x< X) is small, we then have:

pdet�N p(x< X): (7)

SinceN = T�det, combining the above gives:

pdet� T�det

�
�(n=2;x=2)
�(n=2)

�
: (8)

Equation (8) can be used to derive the relative levelsdet
(measured in units of the mean,~s, over the chosen fre-
quency range of the spectrum) which corresponds to a
given probability pdet for a chosen window and observ-
ing time.

3.3.1. Analysis of full-disc integrated data

The statistical distribution of power spectra made from
full-disc integrated observations is known to be�2 with 2
d.o.f.10 In this case we can write:

�(1;x=2)
�(1)

= e− x
2 (9)

by replacingx=2 bysdet=~s in Eq. (9), we can solve analyt-
ically Eq. (8) to yield:

sdet

~s
� ln(T) + ln(�det) − ln(pdet); (10)

9Here, we define the base of the photosphere to be where optical depth reaches unity at a wavelength of 500nm. Note that solar models are
usually normalized to unity radius whereT = Teff; this height lies some� 50km above our chosen radial datum.

10This is not strictly correct if there are gaps in the time domain, which remove the statistical independence of bins in the frequency domain.
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whereT is in units of 106 sec and�det is given in�Hz.
So, for a�70-�Hz bandwidth, a 1-year observing time
and a probability level of 10%, the absolute detection
level corresponds to 10~s. (Note that the 70-�Hz band
is approximately the separation of adjacent low-degree p-
mode pairs; the band was adjusted slightly to yield the 10-
~s level.) We computed thresholds for detectable modes at
the low-frequency end of the p-mode spectrum in order to
establish that the 10-~s level constitutes a meaningful de-
tection criterion.

All levels hereafter are computed according to the 10-~s
baseline – taking into account the observing time – such
thatsdet can be re-expressed according to:

sdet

~s
� 10+ ln(Ty); (11)

whereTy is now given in years.
If we were to use only prejudice to guide our efforts

to detect g modes, we might choose to home in on rather
narrower bandwidths (i.e., in the vicinity of the model fre-
quencies) of order 1�Hz or less. The corresponding 10%
threshold would then be reduced tosdet=~s = 5:75. How-
ever, because of the bandwidth reduction, one is likely
to find rogue candidate peaks close to the theoretical fre-
quencies if one maintains the 10% detection criterion.
For example, the probability of having at most one peak
higher thansdet=~s = 5:75 out of 20 1-�Hz windows is
about 39 %. Therefore, the probability of having at least
2 peaks appearing in 20 similar windows is 61 %, i.e.,
the likelihood of finding prominent peaks which are sim-
ply part of the background noise distribution is then quite
high. The utilization of a large window (e.g. 70�Hz) will
be less subject to spurious detection.

Figure 1 shows the amplitude spectra of the three SPM
channels and the full-disc LOI data. The upper detection
limit for the red SPM is about 0.5 ppm at 200�Hz, and
0.3 ppm at 1000�Hz. The levels for the other colors scale
approximately with the temperature perturbation induced
on the blackbody spectrum, with a slightly lower signal-
to-noise ratio in the blue channel. The noise in the LOI
amplitude spectrum is about 10% higher than the green
SPM above 200�Hz, and 30% higher below. The addi-
tional noise comes from several sources. The most impor-
tant are probably small variations in the image size over
the detector and the effect of structures rotating into and
out of the non-sensitive inter-pixel areas of the detector.

Figure 2 displays the amplitude spectra for the veloc-
ity instruments that observe the Sun as a star. The MDI
data contain harmonics of 52:125�Hz, which arise from
beats between the spacecraft timing system and the in-
strument sampling rate. We have removed these from the
spectrum displayed in the figure. The presence of gaps in
the GONG and BiSON data gives rise to daily harmonics
at very low frequencies that have not been removed.

The solid line in each panel indicates the 10% thresh-
old level as a function of frequency. We stress again that

the ordinate of each spectrum is scaled such that a com-
mensurate sine wave with amplitudeA will give a peak
of amplitude

p
FA in the frequency domain. The upper

detection limit is: for MDI, 15mms−1 at 200�Hz, and
6mms−1 at 1000�Hz; for BiSON, 12mms−1 at 200�Hz,
and 4mms−1 at 1000�Hz; and for GONG, 20mms−1 at
200�Hz, and 5mms−1 at 1000�Hz. Taking into account
the spatial filter functions, the MDI levels are typically
20-50% lower than those of GONG; in comparison, the
BiSON instrument performs almost as well as MDI above
400�Hz.

3.3.2. Analysis of resolved LOI, MDI and GONG data

Various pattern-recognition techniques have been used
in an effort to reveal the presence of g modes. All as-
sume that the modes are split by rotation and (or) that their
frequencies can be derived from an asymptotic formula
(Fröhlich & Andersen 1995, Fröhlich & Delache 1984).
For the resolved-Sun data, we have devised a new pattern
technique for detecting the modes.

A collapsogrammeis constructed from them spectra
available at a chosen (n; l ). Eachm spectrum is shifted
from the m = 0 spectrum byÆnlm = m
nlm (where
nlm
represents the splitting of the mode), and is then normal-
ized by an estimate of the variance of the spectrum in the
narrow frequency range of interest. The application of the
variance renormalization procedure means that the collap-
sogramme differs from the well-knownm-averaged spec-
trum, where the constituent sets are combined with equal
weight. The resulting 2l+1 shifted and renormalized spec-
tra are then each divided by the appropriate (l ;m) spatial
filter functions, and co-added to yield the collapsogramme
(which is itself renormalized for comparison with individ-
ual or full-disc spectra). The equation for the collapsed
spectrum is therefore:

sl (�) =
m=lX
m=−l

wmFl
m(� − m
nlm); (12)

whereFl
m(�) is the spectrum corrected for the spatial filter

functions for a given (l ;m), and the weightswm are given
by:

wm =

0
@ 1Pm=l

m=−l
1
~fm

1
A 1
~fm
: (13)

In the above,~fm is an estimate of the mean of the power
spectrum in a narrow frequency band (700 to 800�Hz).

The use of this simple procedure is appealing since it
effectively dilutes instrumental harmonics (which are in-
variant), and produces a spectrum with well defined statis-
tics (very nearly�2 with 4l + 2 d.o.f.). However, since
the rotational splitting of the g modes is expected to vary
rather more with frequency than for p modes, the tech-
nique must be applied either: (i) over a band in frequency
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FIG. 1.— Full-disc intensity amplitude spectra for the three channels of the SPM and the full-disc LOI data. The continuous line gives the 0.1
probability limit that a peak be due to noise in a 70-�Hz bandwidth. In the power spectrum, this level is about 10.8~s, i.e., about

p
10:8~s in the

amplitude spectrum. Of course,~sdiffers for each of the spectra shown here.
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FIG. 2.— Full-disc velocity amplitude spectra for MDI (top), BiSON (middle) and GONG (bottom). The spectra are not corrected for the spatial
filter functions. The continuous line gives the 0.1 probability limit that a peak be due to noise in a 70-�Hz bandwidth. The limits in the amplitude
spectra are

p
10:8~s,

p
11:0~s,

p
11:2~s for MDI, BiSON and GONG respectively. The MDI data contain harmonics of 52:125�Hz, which arise from

beats between the spacecraft timing system and the instrument sampling rate. We have removed these from the spectrum displayed in the figure.
Daily harmonics, which arise from data gaps in the time domain, are visible in the BiSON and GONG spectra at very low frequencies. Of course,
~s differs for each of the spectra shown here.
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where the splitting varies slowly; or (ii) over a whole
range of possible splitting values. We have successfully
applied this technique to detect low-frequency p modes in
the GONG dataset (Appourchaux et al. 1998a; Rabello-
Soares & Appourchaux 1999). Figure 3 illustrates how
the l = 2, n = 7 mode is uncovered with the MDI data by
the use of the collapsogramme. The shift of 399 nHz was
optimally chosen as to reveal low-degree p modes.

As for standard power spectra, we can define a detection
probability (pdet) which can be translated into a detection
levelsdet for the collapsogramme. The detection probabil-
ity pdet is then related tosdet through the use of Eq. (8),
wherex=2 is now replaced by (2l + 1)sdet=~s. This yields:

pdet� T�det

�
�(2l + 1; (2l + 1)sdet=~s)

�(2l + 1)

�
(14)

When l = 0, we recover an equation which can be solved
analytically to yield Eq. (10). Note that we again chose
pdet = 0:1 to maintain consistency with the previous sec-
tion.

We have applied the collapsogramme technique to the
LOI and MDI resolved data. We tried a range of splitting
values from 200 to 1000nHz, but were unable to find any
peaks that were significantly above the background noise.
Please note that when one looks atN collapsogrammes,
the right-hand side of Eq. (14) should be multiplied by
N. Therefore to keep the same probability levelpdet when
looking atN collapsogrammes, the detection level will in-
crease accordingly.

Figs. 4 and 5 show typical collapsogrammes forl = 1
and 2. The 52.125-�Hz beat has again been removed from
the MDI spectra. As expected, the detection limits scale
approximately as 1=

p
2l + 1.

In velocity, the best detection limit is obtained with
MDI; at l = 1, it is about 11mms−1 at 200 �Hz and
3:5mms−1 at 1000�Hz; for l = 2, it is about 9mms−1

at 200�Hz and 2:5mms−1 at 1000�Hz.

3.4. Analysis of combined data sets

Multivariate Spectral Regression Analysis (MSRA) can
be used to determine the extent to which the variance in
one time series is explainable in terms of the variance of
other simultaneous series (Koopmans 1974). This is anal-
ogous to coincidence methods used in cosmic ray, nuclear
and particle physics. Amultivariate processproduces
vector-valued events, whose components may be depen-
dent on each other up to a certain degree. Here, we con-
sider the full-disc time series of solar irradiance in red,
green, blue and total to be the 4 components of such a
multivariate process. To enhance the signal of a resonant
mode we look for similarities in the variance of these 4
components. If we assume that any mode present affects
all the components in a similar manner, then one would
expect its signature to appear rather-more prominently in
the coherent part of the four channels.

For the simpler case of two channels, the coherent part
would simply correspond to the channels multiplied by
their cross coherence. However, where more than two
channels are available we must use MSRA to determine
the coherent part (Koopmans 1974). Unlike the two-
channel case, MSRA is not symmetric in the sense that
the coherence is calculated with respect to only one of the
channels (termed theindependentchannel).

3.4.1. Multivariate Spectral Regression Analysis

MSRA explains thedependentcomponentY(t) of a
multivariate process by linearly filtering itsn independent
componentsX(t), as

Y(t) = L(X(t)) +�(t); (15)

whereY(t) is the 1-dimensional process of the dependent
component andX(t) are then processes of the indepen-
dent components.L is a multivariate linear filter with un-
knownn-dimensional transfer functionsB(�) which trans-
form the coherent part of the independent time seriesX(t)
into the coherent part of the dependent seriesY(t). �(t) is
the unobservable 1-dimensional residual (error) process
that is not correlated withX(t).

The extent to whichY(t) deviates from a linear func-
tion of X(t) is measured by the unknownspectral density
function f�(�) = dF�(�)

d� , whereF�(�) is the spectral dis-
tribution of �(t). f �(�) and thetransfer functionare the
principal parameters of interest.B(�) indicates how the
various inputs are parceled to the output series. They are
determined by minimizing the expectation valueE[�2(t)].
The transfer function ofB and the spectral density func-
tion of �(t) can be calculated according to

B(�) = fY;X(�) f X(�)−1; (16)

and
f �(�) = fY(�) − fY;X(�) f X(�)−1 f X;Y(�); (17)

where f X(�), fY;X(�) and f X;Y are the power and cross
spectral density functions ofX(t) andY(t); they are ma-
trices of dimension (n�1), (n�n), (1�n), respectively
(Koopmans 1974).

Moreover, one also recovers thetotal coherence, �(�),
which is analogous to the correlation coefficient in linear
regression analysis. The coherence squared corresponds
to the fraction ofY(t) explained byL(X(t)); so it is a direct
measure of the signal-to-noise ratio. The total coherence
is derived from

�2(�) =
fY;X(�) f X(�)−1 f X;Y(�)

fY(�)
; (18)

and the contribution of each process to the explained part
is given by the complex n-dimensional partial coherence


(�) =
f X(�)− 1

2 fY;X(�)

fY(�)
1
2

: (19)
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FIG. 3.— MDI collapsogramme forl = 2: unshifted (a), and shifted by
=399 nHz (b). The continuous line gives the 0.1 probability limit that a
peak be due to noise in a 70�Hz bandwidth. In the amplitude spectrum, this level is about

p
4:0~s. This is to be compared with the value of

p
11:2~s

that would have been obtained from the full-disc amplitude spectrum. For the unshifted collapsogramme, the 0.1 probability limit was calculated
assuming that the 2l + 1 spectra are indeed uncorrelated. Since in reality this is not the case, the limit shown underestimates the true level. The
dilution of the 52.125-�Hz harmonics (at 1251�Hz in the upper panel) is quite effective; peaks at 1250.2�Hz and at 1251.8�Hz are the shifted
harmonics form=2 andm=-2, respectively. Thel = 2;n = 7 stands out well at 1250.57�Hz in the lower panel. The main contribution comes from
the l = 2;m= +2, already detected at 1251.4�Hz in the upper panel. Some contributions from the otherm help improve the signal-to-noise ratio
in the lower panel.
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FIG. 4.— l = 1 collapsogramme for the LOI (top), MDI (bottom) resolved data, corrected for the spatial filter functions. The continuous line
gives the 0.1 probability limit that a peak be due to noise in a 70�Hz bandwidth. The shift differs slightly between spectra since each was chosen
to be an integer number of frequency bins (the observation times being different for each instrument). Note that while the magnitude of the shift
is known to be valid for p modes, it is not expected to be so for g modes. The detection limit (in amplitude) is

p
5:3~s both for LOI and MDI. This

is to be compared with the
p

10:8~s levels returned for the full-disc spectra.
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FIG. 5.— l = 2 collapsogramme for the LOI (top), MDI (bottom) resolved data, corrected for the spatial filter functions. The continuous line
gives the 0.1 probability limit that a peak be due to noise in a 70�Hz bandwidth. The shift differs slightly between spectra, since each was chosen
to be an integer number of frequency bins (the observation times being different for each instrument). Note that while the magnitude of the shift
is known to be valid for p modes, it is not expected to be so for g modes. The detection limits (in amplitude) is

p
3:9~sboth for LOI and MDI. This

is to be compared with the
p

10:8~s for the full-disc spectra.
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A− 1
2 denotes the square root of the inverse of the matrixA

and the sum ofj
i(�)j2 equals�2(�).

3.4.2. Application to VIRGO full-disc data

We applied MSRA to the TSI time series measured by
the PMO6 radiometer and the three spectral channels of
the SPM, i.e., we selected TSI to be the independent chan-
nel and then calculated simultaneously the coherent part
of all three colored channels with respect to the TSI. We
setY(t) to the TSI time series andX(t) to the three spectral
time series and calculated the corresponding spectral den-
sity functions f PMO6(�) and f j (�) ( j = red, green, blue).
From thesmootheddensity functions we calculated the
transfer functionsBj (�), according to Eq. (16). Smooth-
ing is necessary since the individual frequency bins of the
density functions would otherwise be independent of each
other, with the result that the coherence would then always
be unity. The range of smoothing must be sufficiently
large to achieve a certain confidence level, but also small
enough to allow the power of a possible g mode to be of a
similar level as the remaining noise power. We applied a
boxcar running mean of 35 bins' 0:46 �Hz width. The
total coherence squared in the g-mode range is about 0.8.
This means that 80% of the variance of TSI (power in the
spectrum) can be explained by the time series of the red,
green and blue channels. Since the four instruments are on
the same platform, the coherence is due not only to com-
mon solar noise, but also to common instrumental noise.
Nevertheless, we believe that the main contribution is the
Sun itself.

From the f j (�) original, unsmoothed, Fourier spectra
of the red, green, and blue channels of the SPM, we can
calculate the coherent part of the 3 spectra with respect to
the TSI spectrum according to:

f coh(�) =
X

j=r;g;b

Bj (�) f j (�): (20)

Here f coh(�) is the sum of all coherent features in the SPM
spectra with respect to the PMO6 spectrum. If the signa-
ture of some resonant mode appears in any of the SPM
spectra, it will also appear in the TSI spectrum, since these
measurements also contain the response at the three col-
ored wavelengths (but notvice versa). Therefore, pro-
vided the signature is present in at least one of the SPM
spectra, we can be sure that it will also appear in the coher-
ent part. This argument does not hold if the signature of
some resonant mode appeared only in the TSI. This could
be the case if, for example, the mode signature were much
stronger at infrared wavelengths (i.e.,> 1�m), that are not
sampled by the SPM. In this case the infrared signal would
be seen in theincoherent residualof the MSRA.

f incoh(�) = f PMO6(�)− f coh(�) = f PMO6(�)−
X

j=r;g;b

Bj (�) f j (�);

(21)

with f PMO6(�) the original, unsmoothed, Fourier spec-
trum of the TSI.

The method of analyzing the coherent part (Eq. 20)
has been tested by introducing artificial modes into the
VIRGO data. We added 100 sine waves of constant am-
plitude to the time series of all three SPM channels, and
that of the TSI. In the coherent partf coh(�) of the spec-
tra, the amplitude ratio of these sine waves was amplified
by up to a factor of 2 with respect to the ambient noise
level. While this certainly constitutes an improvement, it
is nevertheless insufficient to reveal any g modes.

Figure 6 shows the results of the MSRA analysis for
the SPM and PMO6 data. The residual spectrum does
not show any evidence for g modes or very low-frequency
p modes. The peaks that are visible arise from beats be-
tween the VIRGO and spacecraft timing. As noted earlier,
a similar phenomenon is present in the MDI data.

3.4.3. Application to velocity-intensity data

A similar MSRA analysis was performed between the
PMO6 intensity and MDI velocity data (Fig. 7). Here the
coherence between the instruments is rather low, which
implies that the solar noise in both intensity and velocity
is largely uncorrelated. This fact is yet to be fully utilized
in attempts to extract undetected low-frequency p modes.

4. DISCUSSION

The theoretical predictions of the expected amplitudes
of solar internal g modes are at best very uncertain. Uncer-
tainty arises from our inability to describe adequately the
nature of the interaction of the modes with the convection
zone and the solar atmosphere. The possibility that low-
order g modes are overstable is probably no longer of rel-
evance: amplitude limitation by three-mode resonant cou-
pling to a stable pair of g modes of higher degrees seems
likely to prevent overstable modes from achieving observ-
able amplitudes (Dziembowski 1983, Jordinson & Gough
2000)

Andersen (1996) and Kumar et al. (1996) have recently
reconsidered the problem of the excitation of g modes by
turbulence in the convection zone, in somewhat different
manners. Both derive similar estimates of upper limits.
The larger spread in possible mode amplitudes presented
by Andersen (1996) may be due to an inadequate treat-
ment of mode damping. The upper limits for low-order
g modes derived in these studies are in the range 0.01 to
1mms−1.

The transformation of a theoretical g-modeÆR=R�
perturbation to an observable Doppler shift or inten-
sity variation is a non-trivial problem. Several papers
have addressed the issues involved (Dziembowski 1977,
Berthomieu & Provost 1990 and Toutain & Gouttebroze
1993, Toutain et al. 1999). Further, the determina-
tion of the theoretical conversion factor between veloc-
ity and intensity perturbations is fraught with difficul-
ties. The simplistic approach of Isaak (1980) is to adopt
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FIG. 6.— MSRA analysis of the SPM and PMO6 data: coherent part (top), incoherent part (middle), and coherence (bottom). Three out of
four of the most prominent peaks are harmonics of 52.125�Hz that arise from beats between the VIRGO instrument and spacecraft timing. This
phenomenon is also observed in the MDI data.
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FIG. 7.— MSRA analysis of 784 days of coeval MDI velocity and PMO6 intensity data: coherent part (top), incoherent part (middle), and
coherence (bottom).



Appourchauxet al. 17

the value appropriate to Cepheid variable, namely about
4 cms−1 ppm−1. Theoretical calculations (Toutain et al.
1996, Houdek 1996) indicate that the ratio is strongly de-
pendent on the frequency of oscillation, and give values
for l = 1 of 50 to 80cms−1 ppm−1 for oscillations with fre-
quency near 200�Hz. For higher value ofl the results
give numbers in the range 1 to 10 cms−1ppm−1. However,
both of these calculations are deficient in potentially seri-
ous respects: Houdek’s calculations (which have been ex-
tended to� = 200�Hz , yielding the ratio 80cms−1 ppm−1)
are strictly applicable to radial modes, and therefore ac-
count for neither the non-radial geometrical complexities
of the radiative transfer in the atmosphere nor the effect
of shear on the convective heat and momentum fluxes,
whereas in the non-radial calculations of Toutain et al.
convective flux perturbations are ignored altogether. If
we adopt cautiously the above values, they indicate that
for velocity amplitudes of a few millimeters per second
we might expect intensity perturbations for low-degree g
modes of below 0.01 ppm. These theoretical upper-limit
estimates are well below the observational limits set by
the work presented here. Here we must also point that by
comparing the MDI and GOLF data (Henney et al. 1999),
we can derive, as defined above in this paper, a 10% de-
tection limit for GOLF of about 10mms−1. This is similar
to the limit given in this paper. The limits set by our data
suggest that the g-mode candidates of Gabriel et al. (1998)
are more likely to be due to the solar noise because we are
unable to detect and identify any significant peaks with an
amplitude of 8mms−1 in the range 200 to 300�Hz, even
if the modes are present.

In addition, we should make the reader aware that
such lack of detection is consistent with the prediction by
Gough (1985) and Harvey (1985). Gough predicted g-
mode amplitudes no greater than 1mms−1 using turbulent
stochastic excitation, while Harvey predicted a 1−� solar
noise of about 8 mms−1 for a 2-year time series. Clearly
solar noise at such a level would have prevented us from
detecting the g modes, even if this noise was found to be
lower by about a factor 2 (Elsworth et al. 1994, Henney
et al. 1999).

Given our current prejudices regarding the expected
characteristics of core-penetrating g modes, it therefore
seems unlikely that a firm, unambiguous detection will
be made in the near future by one instrument or network
alone using straightforward Fourier techniques. For ex-
ample, an improvement in the signal-to-noise ratio in am-
plitude from single-instrument data by a factor ten – as-
suming a stable noise power spectral density, and a co-
herent mode signature over the duration of the observa-
tions – requires a factor hundred-fold increase in observ-
ing time. A coordinated, coherent approach that involves
the utilization of contemporaneous data from the various

active observational programs would seem to offer the
best prospect of future progress. Further improvements
may also come from concentrating our attentions at the
solar limb. There is observational evidence to suggest that
the p-mode intensity signal is amplified at the limb with
respect to the disc-center values (Appourchaux & Toutain
1998, Toner et al. 1999), an effect that the PICARD in-
strument will attempt to take advantage of (Damé et al.
1998) in its efforts to detect g modes.

5. CONCLUSION

Nearly contemporaneous, high-quality data from both
space (MDI, VIRGO on board SOHO) and ground-based
(BiSON, GONG) observations have been used in an at-
tempt to detect solar g modes. We have applied statistical
analyses, a Multivariate Spectral Analysis (MSRA), and
pattern-recognition techniques to these data. Although we
have been unable to uncover the presence of a g-mode sig-
nature, we have nevertheless established firm upper-limit
estimates to their amplitudes. These are defined as the
level at which a peak has only a 10-% probability of ap-
pearing by chance over a 70-�Hz bandwidth. At a fre-
quency of� 200�Hz the statistical approach yields an
upper limit of about 10 mms−1 in velocity, and 0.5 ppm
in intensity. The MSRA gives a slightly lower limit. The
results confirmed theoretical prediction regarding the non-
detectability of the solar g modes.
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APPENDIX

SPATIAL FILTER FUNCTION CALCULATION

Definition of the spatial filter function

Let us suppose thatq(�;�; t) is some physical quantity (say, velocity) on the Sun expressed as:

q(�;�; t) =
X
l ;m

ql ;m(t)Zm
l (�;�) (A1)

wheret is the time, (�;�) are the spherical coordinates,ql ;m(t) represents the time dependence of the oscillation gener-
ated by stochastic oscillations andZm

l (�;�) describes the horizontal variation of the radial velocity (or intensity) whose
normalization is defined as:

1
4�

Z



jZm
l (�;�)j2d
0 = 1 (A2)

where
 represents the solar sphere. Observation and data analysis procedures produce the observed componentQ(t).
The observableQ(t) is derived from the local perturbation. For instance, the line-of-sight velocity is derived from the
horizontal and vertical displacements, while the intensity is derived from opacity and temperature perturbations. The
observableQl 0;m0(t) is assumed to have the form:

Ql 0;m0(t) =
Z
D�

q(�;�; t)Dm0

l 0 (�;�)d
 (A3)

whereD� is the visible solar disc andDl
m(�;�) is a weight applied to the solar disc for extracting the (l ;m) mode

signal. Dl
m(�;�) depends on the way the observation has been made and also on the data analysis procedure; it includes

the projection effect, limb darkening (if applicable), and the (l ;m) mask and any other factor that might arise from the
procedure. Putting Eq. A1 into Eq. A3, we get:

Ql 0;m0(t) =
X
l ;m

ql ;m(t)
Z
D�

Zm
l (�;�)Dm0

l 0 (�;�)d
 (A4)

=
X
l ;m

ql ;m(t)sl 0 ;m0

l ;m (A5)

where

sl 0 ;m0

l ;m =
Z
D�

Zm
l (�;�)Dm0

l 0 (�;�)d
 (A6)

When there is only one component ‘present’, i.e.l = l 0 andm= m0, thenQ(t) = Sl ;mql ;m(t), and the RMS amplitude of the
observed signal is related to the RMS amplitude of the perturbation via:

< Q(t) >= jSl ;mj< ql ;m(t) > (A7)

whereSl ;m is defined as:

Sl ;m =
Z
D�

Zm
l (�;�)Dm

l (�;�)d
 (A8)

Spatial filter function for velocity

Perturbation

The velocity is the derivative of the displacement. We have assumed that the main contribution to the velocity is a
vertical displacement whose spatial distribution is proportional to the spherical harmonics. Therefore, we have for the
vertical velocity:

Zm
l (�;�) =

p
4�Ym

l (�;�) (A9)

whereYm
l (�;�) are the spherical harmonics.
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Full-disc calculation

For full-disc velocity observation, the weight function is given by:

Dm
l (�;�) =

I (sin�cos�)sin2�cos2�R
D�

I (sin�cos�)sin2�cos�d�d�
; (A10)

whereI is the intensity on the solar disk. Thus the spatial filter function can be written as:

SBiSON
l ;m =

p
4�
R
D�

Ym
l (�;�)I (sin�cos�)sin3�cos2�d�d�R

D�
I (sin�cos�)sin2�cos�d�d�

: (A11)

Imaging instrument calculation

For resolved velocity observations, the weight function is given by:

Dm
l (�;�) =

1
nl ;m

Ym�
l (�;�)sin2�cos2� (A12)

where the symbol * denotes the complex conjugate andnl ;m is a normalization factor. Depending on how the data
reduction is performed, the normalization may vary. In the case of MDI,nl ;m is chosen such that:

SMDI
l ;m = 1 (A13)

Spatial filter function for intensity

Perturbation

For intensity, the main contribution was assumed to come from the perturbation of the temperature. This is an approx-
imation because opacity perturbations and surface distortions should also be included. In this case we also have:

Zm
l (�;�) =

p
4�Ym

l (�;�) (A14)

Full-disc calculation

For full-disc intensity observations, the weight function is given by:

Dm
l (�;�) =

I (sin�cos�)sin�cos�R
D�

I (sin�cos�)sin2�cos�d�d�
(A15)

and the spatial filter function can be written as:

SSPM
l ;m =

p
4�
R
D�

Ym
l (�;�)I (sin�cos�)sin2�cos�d�d�R

D�
I (sin�cos�)sin2�cos�d�d�

(A16)

Imaging instrument calculation

The LOI is an imaging intensity instrument with pixels that are rather large compared to the degrees to be observed. A
continuous calculation is not proper. The spatial filter function is then derived from the way the pixel data is combined:

Sl ;m =
1
3

X
i

w(l ;m)�
i ~y(l ;m)

i (A17)

where~y(l ;m)
i is the spatial filter function of pixeli given by:

~y(l ;m)
i =

p
4�
R
Di

Ym
l (�;�)I (sin�cos�)sin2�cos�d�d�R

Di
I (sin�cos�)sin2�cos�d�d�

(A18)
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whereDi is the integration domain of the i-th LOI pixel. The weights applied are then:

w(l ;m)
i =

~y(l ;m)
iqP

i ~y
(l ;m)�
i ~y(l ;m)

i

(A19)

and the spatial filter function is written as:

SLOI
l ;m =

vuut1
9

X
i

~y(l ;m)�
i ~y(l ;m)

i (A20)
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