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ABSTRACT

The quality of helioseismological ground based data
strongly depends on the presence of gap in the observa-
tional window. In order to address that problem in the
case of full disk low p-mode velocity measurements, Fos-
sat et al. (1999) proposed a gap filling method called
“Repetitive music”. The autocorrelation function of the
velocity signal shows a correlation of more than 70%
at about 4 hours due to the quasi-periodicity of p-mode
peaks in the Fourier spectrum. The method then consists
in filling gaps of the velocity signal by data, when they
exist, located 4 hours before or after.

By using Monte Carlo simulations we assess the effects
of the gap filling method on p-mode parameters and their
errors. A way to remove the modulation, resulting from
the gap-filling method, in the power spectrum is pro-
posed; its effects on p-mode frequencies, linewidths, am-
plitudes and asymmetries are discussed as a function of
both frequency and signal-to-noise ratio of the observa-
tional data.

Key words: Sun, p-modes, Gap-filling.

1. INTRODUCTION

The presence of gap in full disk velocity measurements
strongly affects the quality of p-mode parameters esti-
mation. For duty cycle lower than 100%, a part of the
mode energy is redistributed in sidelobe peaks located
at 11.57 � Hz around each mode peaks. The superposi-
tion between both modes and sidelobes profiles, and the
reduction of the signal-to-noise ratio, lead to a p-mode
parameters determination with a lower accuracy than the
one-hundred-percent duty cycle case. The presence of
sidelobes can be taken into account in a fitting procedure
(Gelly et al. 1988) in order to avoid systematic bias in
p-mode parameters measurements, but the corresponding
error bars are still strongly increased by the presence of
gap in the velocity signal.

In order to increase the duty cycle of the time series, a
gap filling method called “Repetitive Music” (Fossat et
al. 1999) is used. Because of the quasi-perodicity of p-
mode peaks in the Fourier power spectrum, the p-mode

velocity presents a correlation of 70 % at 4 hours (Gabriel
et al. 1999). Then the idea of the Repetitive Music is to
fill gap in the velocity signal by data, if they exist, located
4 hours before or/and after.

2. THE GAP FILLING METHOD

A way to assess the gap filling effects on the p-mode
parameters is to use Monte Carlo simulations. Each
realization is generated from the Fourier spectra hav-
ing a ��� with 2 degree-of-freedom distribution and a
prescribed mean value (Toutain and Appourchaux 1994,
Fierry Fraillon et al. 1998). Simulations of the velocity
signal �����
	 are then computed using the inverse Fourier
transform of the spectra. On each simulation, the gapped
temporal set ���
���
	 is obtained by applying a window
function �����
	 :

� � ���
	��������
	
�����
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The gap filling method is then applied on ���
���
	 as fol-
lows:

� a gap is filled by the average of data located 4 hours
before and after when they both exist� a gap is filled by data located 4 hours before or after
when only one exist� a gap is not filled when there is no data 4 hours be-
fore and after.

The resulting gap filled velocity �������
	 is given by:
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Where & is the filling period ( &4:<;>= ), � = �
" is the case
where there is data only four hours before the gap, � = � *
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Figure 1. Effects of gap filling on noise. Black: Mean
over 500 realizations of an ungapped white noise power
spectrum. Gray: Resulting mean power spectrum after
application of the gap filling method. Black solid line:
analytical model of modulated noise in the case of gap
filled spectra computed using the initial value of noise
used in the simulation.

when there is data only four hours after the gap and � = � 2
when there is data both before and after the gap.

On each simulated power spectrum,
� ����	 = ��������5	�� � (un-

gapped) and
� � ����	 = � �� � ���5		� � (gap filled), the p-mode pa-

rameters are estimated using a maximum likelihood fit
with a model mode profile. Using 500 realizations, the
probability density function of each parameter is com-
puted for estimating both its mean value and its error bar.
In order to valid the gap filling method, we compute and
compare the statistical mean of p-mode parameters com-
ing from the two spectra (ungapped and gap filled).

3. GAP FILLING EFFECTS

The gap filled spectrum
� � ���5	 differs from the original

one
� ���5	 by a modulation function which depends on

the correlation of data in the time serie. The noise has
approximately no time correlation, and the mode correla-
tion depends on its lifetime. The modulation is then dif-
ferent for the noise and the mode. But for both case, it is
a cos � -type function derived from Eq. (2). The model of
the mode profile 
�� ��
������
&�	 in gap filled spectra, where
a is the set of mode parameters, depends only on the gap
distribution in the window function and on the value of
the filling period & . This profile is given by:


 � ��
������
&�	���
��>��
����5	����9�����9&�	 ������� �����9&�	 (3)

Where 
��>��
����5	 is the usual mode profile (Lorentz or
asymmetric profile) and � is a noise constant value. The
noise modulation � � �����9&�	 and the mode modulation
� � �����9&�	 are both derived from Eq. (2) and does not de-
pend on the mode parameters.

Figures 1, 3 and 2 shows, for three different signal-to-
noise ratio, the effects of the gap filling method on a
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Figure 2. Effects of gap filling on modes, case of!#"%$ �'&�� =20,
"

=500. Black: ungapped spectrum for
a ( =0-2 group, computed using an initial set of parame-
ter 
�) . Gray: corresponding gap filled spectrum. Black
solid line: analytical model of modulated mode profile,
computed using the same 
*) . In that case, a � � maxi-
mum likelihood fit on the gap filled spectrum by the mod-
ulated model should produce a correct estimation of the
parameters.

mean ( =0-2 power spectrum, computed using an initial
set of parameters 
 ) , and the gap filled mode model

 � ��
�)*�����9&�	 computed using the same set 
+) . The noise
modulation � � �����
&�	 recovers the simulated one (Fig. 1).
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Figure 3. Effects of gap filling on modes, case of!#"%$ �'&�� =200,
"

=500 realizations. Black: mean un-
gapped spectrum for a ( =0-2 group, computed using an
initial set of parameter 
*) . Gray: corresponding gap
filled spectrum. Black solid line: analytical mode profile
for gap filled spectra computed using the same 
 ) . In that
case, the p-mode parameter estimation by using the an-
alytical gap filled profile might produce some bias which
may mainly affect parameter like asymmetry and noise.

The analytical mode modulation �,�#�����9&�	 has been ap-
proximated for low signal-to-noise ratio. We have ne-
glected some terms in the analytic expression of � �#�����
&�	
because theses terms are minimum close to the mode fre-
quency and tend to 0 when the signal-to-noise ratio is de-
creasing. Then 
-� ��
 ) �����
&�	 recovers the simulated gap
filled spectrum for low signal-to-noise ratio (Fig. 2) while
it does not totally for higher SNR (Fig. 3). In addition, as
shown hereafter, neglecting some terms in ���#�����
&�	 does
not lead to a measurable bias on p-mode parameters.
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4. RECOVERING THE CORRECT VALUE ?

The data used are simulated velocity in full disk mea-
surement with a duration of observation of 2 months.
The signal-to-noise ratio varies from 1 to 200. Only
( � � � - and

/
p modes from 1.5 mHz to 4 mHz are

present. The window function is an original IRIS window
function (David Salabert private communication) modi-
fied in order to obtain a one-hundred-percent duty cycle
after gap filling. When the gap filling method is applied
with the original IRIS window function the duty cycle
reachs from 55% to 96%. For reaching a 100 % duty cy-
cle the window function has been modify by substituting
a 0 by a 1 on 4% of the time serie length, it corresponds
to the presence of gap without data located 4 hours before
and after.
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Figure 4. Asymmetry recovery as a function of signal-to-
noise ratio. This parameter is estimated using 500 real-
izations of an asymmetric ( =0 mode computed for several
signal-to-noise ratio. The initial value is � =0.03, this is
the most sensible parameter to the SNR. Even if the mode
profile 
�� �����
&�	 is an approximation for high signal-to-
noise ratio, the asymmetry estimated on gap filled spectra
is correct for

!#"%$��
600: the bias is well within the er-

ror bars for a single realization.

Monte-Carlo simulations of ungapped and gap filled
spectra are used for estimating the parameters and their
error bars. The gap filled spectrum is first computed us-
ing one single value of & which is chosen in order to cen-
ter the modulation on mode group at 3 mHz. For low
( � � 2 mHz) and high ( ��� 3 mHz) frequencies, the gap
filled spectrum is also computed using the value of & cor-
responding to the mode group studied ( � & / & = � 0.04%).
The precise value of the filling period & is determined by
placing the maximum of the modulation on the mean fre-
quency of a mode group (cos � �	� ��&�	 =1 for which � ���� �'&�� � � �'& � 	�
 / ).
The p-mode parameters are estimated by a maximum
likelihood fit of the appropriate mode profile, using the
two degree-of-freedom � � distribution of both spectra.
The goal is to make the comparison between the statis-
tical mean value of two parameters coming from two dif-
ferent spectra in order to see if the gap filling method
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Figure 5. Differences between parameters estimated on
gap filled spectrum and on ungapped spectrum (taken as
the reference), ( =0. Crosses : differences using one value
of the filling period & . Stars : Same differences using
the appropriate value of & . The error bars are statistical
error bars divided by the square root of

"
(
"

=500), then
the systematic bias due to the gap filling method is well
within statistic variations, and therefore negligible.

gives correct parameters values.

Figure 4 shows the recovery of asymmetry as a function
of signal-to-noise ratio. The recovery of this parameter is
sensible to the approximation of the modulation function
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�,�#�����9&�	 as expected from figures 2 and 3.

Figure 5 shows the recovery of amplitude, frequency and
linewidth as a function of frequency for a ( =0 mode. The
recovery of theses parameters depends on the filling pe-
riod & used and it is not affect by variation of linewidth
and signal-to-noise ratio. The results for ( =1 and 2 are
similar.

5. CONCLUSION

An analytical mode profile has been tested for gap filled
spectra obtained by the “Repetitive Music” method (Fos-
sat et al. 1999). This modulated profile depends on the
distribution of gap in time series and can be estimated
only with the knowledge of the temporal window func-
tion.

We show that fitting gap filled spectra using this analyti-
cal model allows to recover the correct p-mode param-
eters, when the signal-to-noise ratio is lower than 600
and when the correct value of the filling period & is used.
The value of & is settled by centering the cos � �	� �
&�	 -type
function on the mean frequency of the mode group ( ( =0-2
or ( =1-3) studied.

This gap-filling method can be used for any solar seis-
mic data (either ground- or space-based) but also for any
stellar seismic data. For example, stellar data acquired at
one site have typically 16-hour data gap. For such gaps,
the ideal candidate would be a star with a large separation
corresponding to 68 � Hz giving maximum temporal cor-
relation at 8 hours (i.e. respectively 136 � Hz and 4 hours
in the solar case). This would put the duty cycle to 100%.
Unfortunately, this ‘best’ scheme will produce a modu-
lated spectrum that will look like what is looked for, e.g.
regularly-spaced peaks. This gap-filled method is in any
case rather suited when the data are partially replicated:
two stations is better than one.

The interest of the method is then to increase the duty
cycle of any gapped asteroseismic data without losing in-
formation on p-mode parameters. The signal-to-noise ra-
tio is increased and the presence of sidelobes is limited
leading to a p-mode parameters estimation with a better
accuracy, and negligible systematic bias. This gap fill-
ing method, and the derived mode profile, can be applied
in the p-modes frequency range on all kind of full disk
data. It concerns mainly ground based experiment look-
ing at the Sun (BISON, IRIS, LOWL-integrated, GONG-
integrated) or Procyon (ELODIE) but also space data
(ACRIM).
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