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Le champ magnétique terrestre 

n  Définition historique: ce qui oriente ma boussole, à relativement basse 
fréquence (pour que je puisse voir la boussole réagir) 

n  Il s’agit donc du champ magnétique produit par toutes les sources 
terrestres dans la gamme de fréquence 0-1Hz (et un peu au-delà)   

Modifié de
http://tubeaessai.blogs.nouvelobs.com/images/medium_Boussole.jpg

www.britannica.com 

Matière aimantée 

Courants électriques 
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n  La source principale est la géodynamo qui se trouve dans le noyau 
n  Son champ est responsable de l’aimantation des roches, source secondaire  
n  Mais il existe aussi des courants électriques dans l’ionosphère, la 

magnétosphère, et même dans les océans…   

Une grande variété de sources 

J. Aubert, IPGP 

Dans le noyau liquide et conducteur, 
siège une dynamo autoentretenue 

Dans la magnétosphère, le mouvement 
des particules chargées forment des 
courants électriques de grande échelle  

Dans l’ionosphère 
ionisée par le Soleil 
et animée de marées 
thermiques, des 
courants électriques 
circulent 

Les roches de la croûte 
terrestre sont aimantées 
par le champ du noyau 
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n  Dans des observatoires : ils voient très bien les variations temporelles, mais la couverture 
géographique est mauvaise 

n  Grâce à des levés, qui permettent de cartographier le signal des sources proches sur 
des petites surfaces, avec des résolutions inégales, et qui forment un « patchwork » sans 
cohérence aux échelles intermédiaires 

n  Grace à des satellites en orbite basse, qui offrent une couverture géographique globale 
dense, mais qui bougent très vite (une orbite en 90 minutes !) 
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Comment observe-t-on le champ magnétique ? 

Observatoires ayant fourni des données entre 1997 et 2012 (points rouges) et trace d’une 
journée d’orbite du satellite Oersted (Hulot et al., TOG, 2015) 
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Qu’observe-t-on dans un observatoire ? 

(A. Chulliat, IPGP) 

CLF, 23 Septembre 2009 

Variations diurnes liées à l’heure locale par temps magnétiquement calme, 
signal ionosphérique et courants induits (~ 20 nT)   

12 février 2014 M1/M2 Magnétisme Terrestre 1 3 

1  Observations 

Midi 

Variation diurne géomagnétique 

(ESA) 

Courants alignés 

Electrojet 
equatorial 

Electrojet 
auroral 

courants 
diurnes 
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Qu’observe-t-on dans un observatoire ? 

CLF, 20 et 21 Novembre 2003 

(G. Hulot, J. Dyon, IPGP) 

(A. Chulliat, IPGP) 

Variations rapides liées au temps universel lors d’un orage magnétique 
Signal magnétosphérique et courants induits (qqes 100 nT)   
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Qu’observe-t-on dans un observatoire ? 

Variations dues à l’évolution du champ de la 
géodynamo (~ 40 000 nT, ~ 20 nT/an)  

Alexandrescu et al., PEPI, 1996 

J. Aubert, IPGP 
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Vision spatio-temporelle du champ magnétique à l’altitude des satellites en orbite basse  

N. Olsen, 
DTU Space, 
Copenhagen, DK 

Qu’observe-t-on à bord des satellites ? 
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Les défis du magnétisme spatial 

n  Observer des signaux qui se superposent, dont le plus intense (le champ 
du noyau, 20.000 à 60.000 nT) varie lentement (qqes 10nT/an) et masque des 
signaux bien moins intenses (par exemple le champ des roches aimantées, 
de l’ordre de 10nT, avec des détails de petite échelle nécessitant de mettre en 
évidence des signaux < 0.1 nT).   

n  Ceci nécessite une mesure absolue très précise (typiquement < 0.2 nT en 
justesse et résolution) 

n  Par ailleurs, il faut être en mesure d’exploiter les propriétés spatio-
temporelles et physiques des différents signaux pour les identifier 
séparément, par exemple: 

 signaux héliosynchrones (ionosphériques) versus   
 signaux fixes en coordonnées géographiques (roches aimantées) 
 signaux externes (liées à des sources au-dessus des satellites) versus 
 signaux internes (liés aux sources sous le satellite) 

n  Ceci nécessite une mesure vectorielle orientée dans l’espace 
(typiquement < 5 arcsec en justesse et résolution) 
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MAGSAT 

CHAMP 

Oersted 

Des défis qui n’ont pu être relevés qu’à partir des années 1980  
n  MAGSAT, 1980 (USA) Altitude de 325-550 km, avec une 

inclinaison de 97°, en héliosynchrone (6h00-18h00), 
mais n’est resté en orbite que six mois.  

n  Oersted, 1999 (Danemark, avec un magnétomètre 
français) Altitude de 650-850 km, avec une 
inclinaison de 97°, mais n’est plus héliosynchrone, a 
fourni plus de 10 ans de données. 

n  CHAMP, 2000-2010 (Allemagne, avec un magnétomètre français) 
Altitude de 450 km (250 km en fin de mission), inclinaison de 
87°, non- héliosynchrone, a fourni 10 ans de données. 

n  SWARM, lancée en Novembre 2013 (ESA/CNES), deux 
satellites côte-à-côte (inclinaison 87.4°, 460 km), un 
troisième satellite sur une orbite plus haute se séparant en 
heure locale (inclinaison 88°, 520 km) 
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La puissance des mathématiques au service de 
l’identification des sources du champ et de 

l’exploitation des observations 

n  Le champ magnétique obéit aux équations de Maxwell : 

 
n  Dans un volume sans source (notamment, l’atmosphère terrestre), et en négligeant la 

propagation des ondes électromagnétiques (nous observons les variations du champ à 
des fréquences très basses), ces équations se simplifient en: 

 

n  Ce qui permet d’affirmer que le champ magnétique dérive d’un potentiel harmonique : 
 

n  Un théorème dû à C.F. Gauss permet alors d’affirmer que si on peut mesurer le vecteur 
champ magnétique partout sur une surface sphérique séparant les sources internes 
des sources externes (par exemple la surface de la Terre), alors on peut déterminer à 
la fois le potentiel dû aux sources internes, et celui dû aux sources externes. 

n  En outre, on peut alors en déduire la valeur du champ magnétique en tout point dans 
le volume libre de toute source.  
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La puissance des mathématiques au service de 
l’identification des sources du champ et de 

l’exploitation des observations 

n  C’est ainsi que l’on constate que le champ variant lentement (qui domine) est en très 
grande majorité d’origine interne, alors que le champ variant vite est en très grande 
majorité d’origine externe. 

n  En outre, il est alors possible d’étudier chacun des champs séparément, et de 
« remonter » les lignes de champs jusqu’aux sources  

12 

J. Aubert, IPGP 
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Reconstruction des courants électriques diurnes circulant dans 
l’ionosphère à partir des données de Swarm et des observatoires 

30 A. Chulliat et al.

Fig. 7 (Normalized) equivalent current function  , DIFI-2015b model, for January 1,

UT=12 and F10.7 = 100 SFU.  is normalized by the maximum value for all seasons.

A 13.1 kA current flows between the contours.

Fig. 8 (Normalized) equivalent current function  , DIFI-2015b model, for April 1, UT=12

and F10.7 = 100 SFU.  is normalized by the maximum value for all seasons. A 13.1 kA

current flows between the contours.
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01 Janvier (Hiver Nordique) 
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n  Ces courants sont essentiellement fixes face au Soleil, mais sont sensibles 
à la structure locale du champ principal, aux saisons et à l’activité du Soleil. 
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30 A. Chulliat et al.

Fig. 7 (Normalized) equivalent current function  , DIFI-2015b model, for January 1,

UT=12 and F10.7 = 100 SFU.  is normalized by the maximum value for all seasons.

A 13.1 kA current flows between the contours.

Fig. 8 (Normalized) equivalent current function  , DIFI-2015b model, for April 1, UT=12

and F10.7 = 100 SFU.  is normalized by the maximum value for all seasons. A 13.1 kA

current flows between the contours.
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01 Avril (Printemps Nordique) 
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n  Ces courants sont essentiellement fixes face au Soleil, mais sont sensibles 
à la structure locale du champ principal, aux saisons et à l’activité du Soleil. 

Reconstruction des courants électriques diurnes circulant dans 
l’ionosphère à partir des données de Swarm et des observatoires 
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Swarm Dedicated Ionospheric Field Inversion 31

Fig. 9 (Normalized) equivalent current function  , DIFI-2015b model, for July 1, UT=12

and F10.7 = 100 SFU.  is normalized by the maximum value for all seasons. A 13.1 kA

current flows between the contours.

Fig. 10 (Normalized) equivalent current function  , DIFI-2015b model, for October 1,

UT=12 and F10.7 = 100 SFU.  is normalized by the maximum value for all seasons. A

13.1 kA current flows between the contours.
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01 Juillet (Été Nordique) 
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n  Ces courants sont essentiellement fixes face au Soleil, mais sont sensibles 
à la structure locale du champ principal, aux saisons et à l’activité du Soleil. 

Reconstruction des courants électriques diurnes circulant dans 
l’ionosphère à partir des données de Swarm et des observatoires 
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Swarm Dedicated Ionospheric Field Inversion 31

Fig. 9 (Normalized) equivalent current function  , DIFI-2015b model, for July 1, UT=12

and F10.7 = 100 SFU.  is normalized by the maximum value for all seasons. A 13.1 kA

current flows between the contours.

Fig. 10 (Normalized) equivalent current function  , DIFI-2015b model, for October 1,

UT=12 and F10.7 = 100 SFU.  is normalized by the maximum value for all seasons. A

13.1 kA current flows between the contours.
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01 Octobre (Automne Nordique) 
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n  Ces courants sont essentiellement fixes face au Soleil, mais sont sensibles 
à la structure locale du champ principal, aux saisons et à l’activité du Soleil. 

Reconstruction des courants électriques diurnes circulant dans 
l’ionosphère à partir des données de Swarm et des observatoires 
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Le théorème de Gauss ne permet pas de séparer le 
signal de l’aimantation des roches de celui dû à la 
géodynamo, peut-on contourner cette difficulté ?  

n  Ces champs magnétiques sont en effet tous deux d’origine interne... 
n  Mais on peut tirer parti des informations géophysiques et physiques dont on 

dispose par ailleurs. 
n  On sait en particulier qu’une roche ne peut pas conserver d’aimantation si sa 

température dépasse la « température de Curie » (typiquement 600°C). Cette 
température est rapidement atteinte lorsque l’on s’enfonce dans la Terre (en moins 
de 100km, parfois beaucoup plus vite, par exemple près des dorsales océaniques).  

17 

J. Aubert, IPGP 
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Analyse du spectre spatial du champ d’origine interne  

n  L’analyse de Gauss permet aussi de 
décomposer le potentiel du champ en 
fonctions élémentaires, les Harmoniques 
Sphériques, caractérisées par un degré n, 
définissant l’échelle spatiale considérée: plus n 
est grand, plus l’échelle est petite. 

n  Le « spectre spatial » permet de représenter (ici 
en échelle logarithmique) la contribution de 
chaque échelle spatiale (chaque degré n) à 
l’intensité moyenne observée. 

n  A la surface de la Terre, on observe que le 
dipôle (n=1) est dominant, puis que le spectre 
décroit rapidement jusque vers le degré 13, 
où il devient plat… 

n  Un spectre plat est la signature attendue de 
sources proches. 

n  A la surface de la Terre, il s’agit des roches 
aimantées. 

n  En « prolongeant » le champ jusqu’à la 
surface du noyau, c’est la première partie du 
spectre qui devient quasi-plate, confirmant 
qu’il s’agit d’un signal venant du noyau.  

   

Langel and Estes: Geomagnetic Field Spectrum 251 

TABLE 1. Magsat Scalar and Vector Data Used in Model 

Number of 
Observations Data Sigma (nT.) 

Date (B, X, Y, Z) Used for Weighting 

Nov. 5, 1979 1,500 10 
Nov. 21, 1979 1,200 15 
Nov. 22, 1979 1,200 15 
Dec. 13, 1979 2,800 10 
Dec. 25, 1979 2,700 10 
Jan. 9, 1980 1,200 20 
Jan. 10, 1980 1,200 20 
Jan. 18, 1980 1,600 15 
Jan. 19, 1980 1,600 15 
Feb. 12, 1980 2,100 10 
Feb. 13, 1980 2,100 10 
Mar. 2, 1980 2,400 10 
Mar. 3, 1980 2,400 10 
Mar. 15, 1980 2,500 5 

26,500 

n 

R n = (n+ 1) Z [(gr•)2 +(hnm)2]. (3) m=0 

R n is the mean square value over the earth's surface of the 
magnetic field intensity produced by harmonics of the nth 
degree. The set [R n ] is tabulated in Table 2 and plotted in 
Figure 1. The dipole term obviously stands alone, and a break 
in the spectrum is apparent near degree 14. This is in agree- 
ment with earlier results of Cain et al (1974) and Cain (1976). 
Our interpretation of Figure 1 is that the core field dominates 
for n •< 13, and the crustal field for n >/15. 

This interpretation is supported by the analysis of McLeod 
and Coleman (1980) who derived the expected shape of the 
spherical harmonic power spectrum, R n, using a statistical 
model for the core and crustal fields. Their theoretical spec- 
trum is in close agreement with Figure 1 in shape although 
their crustal spectrum is about a factor of three lower in ampli- 
tude. 

The straight lines on Figure 1 are linear regressions to R n for 
n = 2 to 12 and 16 to 23. They are: 

R n = 1.349 x 109 (0.270) n (nT) 2, (4) 

TABLE 2. The Geomagnetic Spectrum From MGST(10/81) 

n R n (nT) 2 n R n (nT) 2 
1 1.869 x 109 (+0.05) 13 104.86 (+1.18) 
2 6.148 x 107 (+0.10) 14 37.40(+1.33) 
3 3.562 x 107 (+0.15) 15 31.51 (+1.27) 
4 1.033 x 107 (+0.23) 16 27.64(+1.17) 
5 2.032 x 106 (+0.32) 17 22.84(+1.12) 
6 5.114 x 105 (+0.43) 18 24.78 (+1.59) 
7 1.456 x 105 (+0.56) 19 14.26 (+0.79) 
8 1.979 x 104 (+0.71) 20 22.67 (+ 1.49) 
9 1.509 x 104 (+0.89) 21 13.84 (+1.33) 

10 2.523 x 103 (+1.07) 22 22.84 (+1.15) 
11 8.057 x 102 (+1.24) 23 32.46 (+2.00) 
12 1.975 x 102 (+ 1.22) 

for the core and ' 

R n = 37.1 (0.974) n (nT) 2, (5) 

for the crust, 

Discussion 

If our interpretation of Figure 1 is correct, then the turn 
in the spectrum does not reflect a limitation of the data but 
rather the separate field sources, and the higher degree and 
order spherical harmonic coefficients, while not as well deter- 
mined as the lower degree/order terms, nonetheless are phy- 
sically meaningful. 

Practically speaking, this means that the presence of crustal 
fields places a limitation on our ability to estimate the field 
from the earth's core. In particular, the accuracy of terms of 
a given degree for describing the core field will depend upon 
the relative amplitude of the core and crustal components for 
that degree. These can be estimated from Figure 1. Models 
derived using these techniques should not extend beyond 
degree/order 14 if they are intended to represent only the 
core field. New techniques, perhaps such as that developed 
by Shure et al (1981), will be required to estimate core fields 
at higher degree and order. It should also be noted that 
Figure 1 implies limitations on terms of high degree/order, 
yet less than fourteen. For example one should not expect 
to determine terms of degree/order twelve and thirteen to 
within 1% since more than 1% of the contribution at these 
wavelengths is crustal in origin. 

1 o 1ø • i i i i i [ i i i [ i i i • • i I i I i i i i i i i lOlS 
n • 

Rn = (n + 1)m•=O[(gnm) a + (hnm) a] 
10 s - • 10•" 

10" (• t 

3: lO' URFACE OF EARTH t t ß - 
•) 10 •- 

ß CORE-MANTLE • 

& •U•A• • • 10 • - 

10 • - C• Rn = 1'34' x 10' (0'270)n (nT)z 10 • - 

10 - ST: Rn = 37.1 (0.g74) n (nT) z 

lo TM 
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n 

:Fig. ]. Geomagnetic field spectum. R n is the total mean 
square contribution to the vector field by all harmonics of 
degree n. The curves are fit to the surface result and extra- 
polated to the core-mantle boundary. 

10 'ø ,( 

ß 

10' • 
. 

Langel and Estes, 
GRL, 1982 
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2 REPRESENTING THE FIELD 

pg (cos €3) cos 9 + 
9 

Figure 2. Map of zero lines and tesserae in which the sign of the spherical 
harmonic is constant for a zonal harmonic ( P z )  a sectorial harmonic (P: cos 9@) 
and a tesseral harmonic (P;, cos 9@). (Courtesy of D. Barraclough.) 

where @, 3 are arbitrary scalar functions and S is a closed surface with 
normal ds bounding Q, and setting = @ = V, the magnetic potential, 
we have 

(VV2V+ W .  W ) d Q =  (40) 

Then, since V2v = 0, 
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De nombreuses données historiques sont aussi disponibles 
n  La boussole est connue des chinois depuis 

deux millénaires, et arrive en Europe vers le 
XIIième siècle. 

n  La déclinaison est connue à partir du VIIIième 
siècle en Chine, milieu du XVième en Europe. 

n  L’inclinaison est découverte au milieu du 
XVIième siècle 

n  La variabilité spatiale de la déclinaison, et 
l’importance de la boussole pour la 
navigation, suscite les premières campagnes 
de mesure (à droite la carte de E. Halley, 
1701)    

n  On ne prend conscience de la variation 
séculaire en Europe qu’au cours du XVIIième, 
ce qui motive la mise en place d’observatoires 
royaux pour mesurer le champ régulièrement. 

n  On ne comprend comment mesurer l’intensité 
du champ qu’au début du XIX. 

n  Les observatoires magnétiques se 
généralisent alors dans le monde. 

Courtillot et Le Mouël, 2007 
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1800-1849 

1850-1899 

Jackson et al. (2000) 

Ces données historiques peuvent aussi nous renseigner sur 
le comportement passé du champ 
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n  Leur distribution est assez dispersée à la 
surface de la Terre -> il n’est possible de 
reconstruire que les grandes échelles du 
champ interne (celles du champ du noyau, 
pas celles du champ de l’aimantation). 

n  Les sources cumulées d’erreur ne permettent 
pas de modéliser le champ externe. 

n  Ces données permettent donc surtout de 
reconstruire le comportement passé du 
champ du noyau (les champs dus aux 
sources aimantées et aux sources externes 
étant traités comme du bruit). 

n  Pour les époques antérieures à 1840, 
cependant, seules des données de 
direction du champ sont disponibles 
(Déclinaison et Inclinaison). Aucune 
observation de l’intensité du champ n’existe. 
Mais on peut quand même exploiter ces 
informations !       

964 A. Jackson, A. R. T. Jonkers and M. R. Walker

(

g
)

(

h
)

Figure 1. (Cont.) (g) All data 1800{1849. (h) All data 1850{1899.

shortcoming of the compilation is the fact that data were omitted by Sabine when
forming his compilation from the original sources. Since the world compilations are
by region rather than by voyage and are only for the zones 40{85 N, 0{40 N and
0{40 S, data from greater than 40 S have been omitted (notwithstanding the data
originating in the Magnetic Survey of the South Polar Regions undertaken between
1840 and 1845, reported in Sabine (1868)). We used Sabine’s dataset as the basis
for creating a new dataset in which individual voyages are represented, and we used
the original sources to reinstate missing data from the voyages. A more complete
account will be forthcoming.

A major source of data for the early 19th century originates as two manuscript
compilations held in the Archives Nationales and the Bibliotheque Nationale in Paris.
The majority of the data are observations of declination made on board French
Naval and Hydrographic Service ships. Since the data were not recorded in their
original manuscript form, but had been transcribed onto a geographical grid, there

Phil. Trans. R. Soc. Lond. A (2000)



Un autre résultat mathématique fort utile 

n  A condition de faire l’hypothèse que toutes les sources sont internes à la Terre (de toute 
façon, on est contraint de traiter les sources externes comme source de bruit), il est 
possible de reconstruire la « forme » des lignes de champ, et donc le champ à un facteur 
global près, car le champ à la surface de la Terre ne possède que deux pôles (Hulot et al., 
GJI, 1997).   
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On peut ainsi cartographier le champ principal… 

Composante radiale du champ magnétique principal en 2010, 
à la surface de la Terre 

Modèle CHAOS-4α, 
Cf. Hulot et al., TOG, 2015 
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…« remonter » les lignes de champ jusqu’au noyau, 

Composante radiale du champ magnétique principal en 2010, 
à la surface du noyau 

-1000 0 1000

[µT] Modèle CHAOS-4α, 
Cf. Hulot et al., TOG, 2015 
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et étudier la dynamique de la géodynamo 
à la surface du noyau. 
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Jackson et al, 
Phil Trans R. Soc, 2000 

Reconstruit grâce aux données historiques depuis 1590, et aux missions POGO (1965-1970) et 
MAGSAT (1979-1980), unités en nT. L’intensité globale avant 1840 est basée sur une simple 
extrapolation vers le passé de la composante dipolaire.  



Reconstruit grâce aux données historiques depuis 1840, et aux missions POGO (1965-1970), 
MAGSAT (1979-1980), DE-2, Oersted (depuis 1999) et Champ (2000-2010), unités en mT 

et étudier la dynamique de la géodynamo 
à la surface du noyau. 

Gillet et al, GGG, 2013 
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C’est la dynamique de la géodynamo qui est à l’origine de la 
croissance de l’anomalie d’intensité de l’Atlantique Sud 

Cette anomalie s’intensifie et s’étend. 

IGRF 1945 IGRF 1980 IGRF 2005 

1226 C. C. Finlay et al.

Figure 3. Evolution of the South Atlantic Anomaly during the 20th century: Top plot (a) shows how the minimum F at the Earth’s surface (in the South
Atlantic Anomaly where the magnitude of the field is smallest) has decreased from 1900 towards the present day, units are nT. The bottom plot (b) tracks
the location of the point of lowest field magnitude with time; the colour scale indicates the magnitude of F, with blue representing smallest magnitude, units
are nT.
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http://www.ngdc.noaa.gov/IAGA/vmod/geomag70_windows.zip

Online computation of field components from the IGRF-11 model:
http://www.ngdc.noaa.gov/geomagmodels/IGRFWMM.jsp
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the North Pole patch increased over the 1989–2002 time
interval, while the flux through the Barents Sea patch re-
mained almost constant over the same time interval. This
can also be seen in Figure 8, where we have plotted the time
evolution of fluxes (computed using the method of Shure
et al. [1982]) through the North Pole and Barents Sea
patches since 1840. (Note that the differences between
absolute flux values from different models at some epochs
are due to differences in model regularizations; what matters
is the time variation of the fluxes, which is in good agree-
ment from one model to the next.) These observations are in
good agreement with the magnetic upwelling scenario. One
could even speculate that the three identified magnetic
upwellings might be at three different stages of their evo-
lution: the New Siberian Islands/Bering Strait upwelling
would be at an initial stage where the reversed flux patch
would just be emerging from the core; the Canadian Arctic/

eastern Greenland upwelling would be at an intermediate
stage where the reversed flux patch would be formed and
still growing; the Greenland Sea/Novaya Zemlya upwelling
would be at a later stage where the growth has stopped.
4.3.2. Magnetic Diffusion
[31] The magnetic upwelling observed by Aubert et al.

[2008] in their simulation led to the expulsion of magnetic
flux from the core, a process involving a significant amount
of magnetic diffusion, hence a local failure of the frozen‐
flux assumption [Roberts and Scott, 1965]. On the obser-
vational side, magnetic diffusion is expected to be detected
as local violations of the following necessary conditions for
the frozen flux hypothesis [Backus, 1968]: (1) the magnetic
flux through each patch delimited by a Br = 0 curve (i.e.,
reversed flux patch) should remain constant; (2) the secular
variation at critical points where Br = 0 and krHBrk = 0 (i.e.,
where two Br = 0 curves cross each other) should be zero.

Figure 7. Polar views (from colatitude 0° to 55°) of the radial secular variation (in mT/yr) at the core
surface from the CM4 model in (a) 1989 and (b) 2002. (c and d) Same for the radial magnetic field
(in mT) at the core surface; the Br = 0 level curves are represented as dashed black curves. The NMP
(at the Earth’s surface) is represented by a red dot. The location of the maximum change in total secular
variation (radial component) at the core surface over the time interval 1989 to 2002 is represented by a
black star. The black solid circle represents the trace at the core surface of the cylinder tangent to the inner
core.

CHULLIAT ET AL.: NORTH MAGNETIC POLE ACCELERATED DRIFT B07101B07101
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On peut également remonter à la cause du 
déplacement rapide récent du pôle magnétique Nord 

Accélération due à la dynamique d’une tâche de flux inverse dans le cylindre tangent 

small (less than 200 km) and one should keep in mind that
19th century data used in gufm1 are probably not as good as
20th century data, due to the very limited number of reliable
magnetic observatories before 1900 [Jackson et al., 2000].
[11] 2. From 1904 to 1984, the observed NMP positions

show an almost linear increase in distance with time, at a
speed of around 10 km/yr. There are small oscillations in the
model curves that cannot be confirmed by direct observa-
tions since the time intervals between successive observa-
tions are too large.
[12] 3. From 1984 to 2001, both direct observation and the

CM4 model show a large increase in drift rate, from about
10 km/yr to 50 km/yr.
[13] 4. From 2001 to the present, the drift velocity has

remained high (about 50 km/yr) but the acceleration has
been close to zero.
[14] The same four phases are visible in Figure 2, which

shows the NMP drift speed versus time. In Figure 2, the
average drift speeds from the observed NMP positions are
represented as stairs delimited by the observation dates in
order not to confuse them with instantaneous drift speeds
obtained from time varying spherical harmonics models.
Assuming that the positional error for all observed positions
is 40 km (see above), we calculated error bars on average
drift speeds by dividing the error in the distance between
points (40

ffiffiffi
2

p
= 56 km) by the number of years between

observations. The increase of these error bars in recent years
simply reflects more frequent measurements.
[15] Taking the time derivative of the drift enhances the

small oscillations in the gufm1 and CM4 models. The CM4
curve displays the 1969 and 1978 local extrema noted by
Mandea and Dormy [2003], which they attribute to geo-
magnetic jerks that occurred at the same time as the extrema.
These extrema are absent from the gufm1 curve, possibly
due to the use of a less sophisticated modeling technique
than CM4 (which co‐estimates internal and external fields).
Note that Mandea and Dormy [2003] (and later Olsen and

Mandea [2007a]) actually found 1969 and 1978 extrema
in their gufm1 curve, a result we were not able to reproduce.
Average drift speeds obtained from surveys seem to be in
better agreement with the CM4 model than with gufm1
between 1983 and 1994, but do not discriminate between
these models for earlier time intervals (1962–1973 and
1973–1984). The most prominent feature in Figure 2 is the
dramatic increase in drift speed that took place in the 1990s,
from 15 km/yr to a little more than 50 km/yr according to
surveyed positions, and even 60 km/yr according to the
CM4 and CHAOS‐2 models. This acceleration is well above
the error bars on average drift speeds obtained from the
observed positions. The CM4 and CHAOS‐2 models make
it possible to determine that the period of acceleration began
in 1989 and ended in 2002. It is worth noting that CM4 is
based on satellite data providing a good spatial coverage
before (MAGSAT) and after (Ørsted and CHAMP) the
1990s. Furthermore, the fact that the pole acceleration is
reproduced by the internal spherical harmonic coefficients
clearly points at a core origin of this phenomenon. The steep
acceleration is followed by a leveling off of the drift speed
of the observed NMP positions, and even a slight decrease
in the drift speed of NMP positions determined from the
CHAOS‐2 model after 2002.5.

3. NMP Drift Speed and Secular Variation
in the North Polar Region

[16] In what follows, we focus on the time interval 1962–
2009 in order to identify the cause of the sudden accelera-
tion of the NMP in the 1990s. Assuming that the CM4
model is more accurate than the gufm1 model in this time
interval, all subsequent calculations are based on CM4 and
CHAOS‐2, as well as the direct observations.
[17] We first investigate the geomagnetic secular variation

at nearby magnetic observatories. The Resolute Bay (IAGA
code RES) and Qaanaaq (Thule, IAGA code THL) obser-

Figure 2. Average drift speeds (in km/yr) from the observed NMP positions (in blue), represented as
stairs delimited by the observation dates, and with estimated error bars. Drift speed (in km/yr) of the
NMP positions calculated from the gufm1 (in green), CM4 (in red) and CHAOS‐2 (in light blue) geomag-
netic models.
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C’est cette dynamique qui est 
à l’origine de l’accélération 
soudaine du déplacement du 
pôle magnétique Nord. 

Expeditions 
•  1831 James Clark Ross 
•  1904 Roald Amundsen 
•  1948-2007 

Précédents satellites 
•  Ørsted 
•  CHAMP 

Swarm 
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Ondes d’ordre 5, de période 300 ans, se propageant le long de l’équateur à environ 20km/an 
dans l’hémisphère atlantique 

(Finlay and Jackson, Science, 2003)  

magnitude of the original signal Br, but cap-
tures 42% of the change observed at the core
surface (11). Consequently, we are able to
isolate new aspects of the field evolution that
were previously obscured. Rather than a stat-
ic picture with small-amplitude features
riding on top, the processed data of the resid-
ual field reveal a dynamic field morphology
that evolves rapidly over the 400 years stud-
ied (Fig. 1) (movie S3). In the equatorial
region we observe a series of high-amplitude
flux foci moving westward. Field changes are
most obvious under the Atlantic hemisphere
while less activity occurs under the Pacific
hemisphere, suggesting some longitudinal
modulation of the field or of the mechanism
causing its motion (12, 13).

We constructed time-longitude diagrams
(14–16) of the residual field every 2° of
latitude in order to view zonal motions,
which are important in rapidly rotating fluids
such as Earth’s liquid outer core because of
the influence of strong Coriolis forces. West-
ward motion of a succession of flux foci was
observed at the equator (Fig. 2A) and less
clearly at mid-latitudes (e.g., Fig. 2B at
40°S). Two-dimensional frequency-wave-
number power spectra were calculated from
the time-longitude diagrams. Peaks in these
spectra pinpoint the preferred zonal wave-
numbers m (where m ! 360°/" and " is the
angular wavelength in degrees) and frequen-
cies f (where f ! 1/T and T is the period in
years) of the zonal motion of the residual
field at each latitude. At the equator, the
dominant wavenumber was m ! 5 (i.e., " !
72°) and f ! 3.75 # 10$3 year$1 (i.e., T !
270 years), whereas at 40°S, the field change
was less monochromatic with more power at
lower wavenumbers. At 20°N, we found a
strong m ! 8 signal consistent with high-
resolution maps of the radial magnetic field at
the core surface, recently obtained from sat-
ellite measurements (17).

The gradient of a diagonal line produced by
a moving feature in a time-longitude diagram
measures the apparent zonal speed of that fea-
ture. We determined the power traveling at all
possible gradients in our time-longitude dia-
grams by means of a technique based on the
Radon transform (18, 19). A prominent peak at
the equator (Fig. 3) identifies the highest am-
plitude, most robust zonal motion of the resid-
ual field in the record, at a speed of 17 km
year$1 (0.27° year$1) westward. Less pro-
nounced peaks were found at latitudes 55°N (18
km year$1 or 0.49° year$1) and at 40°S (26 km
year$1 or 0.56° year$1). To assess the longev-
ity of the peaks, we applied the Radon speed
determination method to time subwindows of
the time-longitude diagrams. We found that the
striking equatorial peak was present through-
out, whereas the smaller peak at 55°N was
obvious only from 1750 to 1880 and the peak
at 40°S was strongest from 1800 to the present.

Observations of zonal motion of mag-
netic field at low latitudes can be accounted
for by two rather different mechanisms,

both of which could conceivably be occur-
ring at the surface of Earth’s core. One
possibility is that a westward equatorial jet

Fig. 1. Snapshot of the
nonaxisymmetric radial
magnetic field, high-
pass filtered with a cut-
off period of 400 years
(referred to in the text
as the residual field),
shown at the core sur-
face in 1850.

Fig. 2. Time-longitude diagrams of the residual field at specific latitudes (A) 0° (the equator) and
(B) 40°S. Frequency-wavenumber spectra of these time-longitude diagrams are shown in (C) and
(D), respectively; peaks pinpoint the dominant zonal wavenumbers (m) and frequencies ( f ! 1/T,
where T is the period) of the zonal field motions.

Fig. 3. Power moving
with eastward zonal
speeds between –60
and 60 km year$1 in
time-longitude diagrams
of the residual field, ev-
ery 2° latitude from
70°N to 70°S. A maxi-
mum is found at the
equator, indicating a ro-
bust measurement of
westward motion (at
–17 km year$1) in this
region. Weaker signals
are observed at mid-lat-
itudes, particularly near
40°S (–26 km year$1)
and 55°N (–18 km
year$1).

R E P O R T S
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On peut également mettre en évidence la présence d’ondes 
se propageant à la surface du noyau 
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magnitude of the original signal Br, but cap-
tures 42% of the change observed at the core
surface (11). Consequently, we are able to
isolate new aspects of the field evolution that
were previously obscured. Rather than a stat-
ic picture with small-amplitude features
riding on top, the processed data of the resid-
ual field reveal a dynamic field morphology
that evolves rapidly over the 400 years stud-
ied (Fig. 1) (movie S3). In the equatorial
region we observe a series of high-amplitude
flux foci moving westward. Field changes are
most obvious under the Atlantic hemisphere
while less activity occurs under the Pacific
hemisphere, suggesting some longitudinal
modulation of the field or of the mechanism
causing its motion (12, 13).

We constructed time-longitude diagrams
(14–16) of the residual field every 2° of
latitude in order to view zonal motions,
which are important in rapidly rotating fluids
such as Earth’s liquid outer core because of
the influence of strong Coriolis forces. West-
ward motion of a succession of flux foci was
observed at the equator (Fig. 2A) and less
clearly at mid-latitudes (e.g., Fig. 2B at
40°S). Two-dimensional frequency-wave-
number power spectra were calculated from
the time-longitude diagrams. Peaks in these
spectra pinpoint the preferred zonal wave-
numbers m (where m ! 360°/" and " is the
angular wavelength in degrees) and frequen-
cies f (where f ! 1/T and T is the period in
years) of the zonal motion of the residual
field at each latitude. At the equator, the
dominant wavenumber was m ! 5 (i.e., " !
72°) and f ! 3.75 # 10$3 year$1 (i.e., T !
270 years), whereas at 40°S, the field change
was less monochromatic with more power at
lower wavenumbers. At 20°N, we found a
strong m ! 8 signal consistent with high-
resolution maps of the radial magnetic field at
the core surface, recently obtained from sat-
ellite measurements (17).

The gradient of a diagonal line produced by
a moving feature in a time-longitude diagram
measures the apparent zonal speed of that fea-
ture. We determined the power traveling at all
possible gradients in our time-longitude dia-
grams by means of a technique based on the
Radon transform (18, 19). A prominent peak at
the equator (Fig. 3) identifies the highest am-
plitude, most robust zonal motion of the resid-
ual field in the record, at a speed of 17 km
year$1 (0.27° year$1) westward. Less pro-
nounced peaks were found at latitudes 55°N (18
km year$1 or 0.49° year$1) and at 40°S (26 km
year$1 or 0.56° year$1). To assess the longev-
ity of the peaks, we applied the Radon speed
determination method to time subwindows of
the time-longitude diagrams. We found that the
striking equatorial peak was present through-
out, whereas the smaller peak at 55°N was
obvious only from 1750 to 1880 and the peak
at 40°S was strongest from 1800 to the present.

Observations of zonal motion of mag-
netic field at low latitudes can be accounted
for by two rather different mechanisms,

both of which could conceivably be occur-
ring at the surface of Earth’s core. One
possibility is that a westward equatorial jet
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(referred to in the text
as the residual field),
shown at the core sur-
face in 1850.
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where T is the period) of the zonal field motions.
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and 55°N (–18 km
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magnitude of the original signal Br, but cap-
tures 42% of the change observed at the core
surface (11). Consequently, we are able to
isolate new aspects of the field evolution that
were previously obscured. Rather than a stat-
ic picture with small-amplitude features
riding on top, the processed data of the resid-
ual field reveal a dynamic field morphology
that evolves rapidly over the 400 years stud-
ied (Fig. 1) (movie S3). In the equatorial
region we observe a series of high-amplitude
flux foci moving westward. Field changes are
most obvious under the Atlantic hemisphere
while less activity occurs under the Pacific
hemisphere, suggesting some longitudinal
modulation of the field or of the mechanism
causing its motion (12, 13).

We constructed time-longitude diagrams
(14–16) of the residual field every 2° of
latitude in order to view zonal motions,
which are important in rapidly rotating fluids
such as Earth’s liquid outer core because of
the influence of strong Coriolis forces. West-
ward motion of a succession of flux foci was
observed at the equator (Fig. 2A) and less
clearly at mid-latitudes (e.g., Fig. 2B at
40°S). Two-dimensional frequency-wave-
number power spectra were calculated from
the time-longitude diagrams. Peaks in these
spectra pinpoint the preferred zonal wave-
numbers m (where m ! 360°/" and " is the
angular wavelength in degrees) and frequen-
cies f (where f ! 1/T and T is the period in
years) of the zonal motion of the residual
field at each latitude. At the equator, the
dominant wavenumber was m ! 5 (i.e., " !
72°) and f ! 3.75 # 10$3 year$1 (i.e., T !
270 years), whereas at 40°S, the field change
was less monochromatic with more power at
lower wavenumbers. At 20°N, we found a
strong m ! 8 signal consistent with high-
resolution maps of the radial magnetic field at
the core surface, recently obtained from sat-
ellite measurements (17).

The gradient of a diagonal line produced by
a moving feature in a time-longitude diagram
measures the apparent zonal speed of that fea-
ture. We determined the power traveling at all
possible gradients in our time-longitude dia-
grams by means of a technique based on the
Radon transform (18, 19). A prominent peak at
the equator (Fig. 3) identifies the highest am-
plitude, most robust zonal motion of the resid-
ual field in the record, at a speed of 17 km
year$1 (0.27° year$1) westward. Less pro-
nounced peaks were found at latitudes 55°N (18
km year$1 or 0.49° year$1) and at 40°S (26 km
year$1 or 0.56° year$1). To assess the longev-
ity of the peaks, we applied the Radon speed
determination method to time subwindows of
the time-longitude diagrams. We found that the
striking equatorial peak was present through-
out, whereas the smaller peak at 55°N was
obvious only from 1750 to 1880 and the peak
at 40°S was strongest from 1800 to the present.

Observations of zonal motion of mag-
netic field at low latitudes can be accounted
for by two rather different mechanisms,

both of which could conceivably be occur-
ring at the surface of Earth’s core. One
possibility is that a westward equatorial jet

Fig. 1. Snapshot of the
nonaxisymmetric radial
magnetic field, high-
pass filtered with a cut-
off period of 400 years
(referred to in the text
as the residual field),
shown at the core sur-
face in 1850.

Fig. 2. Time-longitude diagrams of the residual field at specific latitudes (A) 0° (the equator) and
(B) 40°S. Frequency-wavenumber spectra of these time-longitude diagrams are shown in (C) and
(D), respectively; peaks pinpoint the dominant zonal wavenumbers (m) and frequencies ( f ! 1/T,
where T is the period) of the zonal field motions.
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and 60 km year$1 in
time-longitude diagrams
of the residual field, ev-
ery 2° latitude from
70°N to 70°S. A maxi-
mum is found at the
equator, indicating a ro-
bust measurement of
westward motion (at
–17 km year$1) in this
region. Weaker signals
are observed at mid-lat-
itudes, particularly near
40°S (–26 km year$1)
and 55°N (–18 km
year$1).
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Ondes de type oscillations de torsion, de période 6 ans environ, mettant l’ensemble du noyau en 
mouvement, et responsables de variations infimes dans la rotation de la Terre (amplitude de 0.2 ms) 

(Gillet et al., Nature, 2010)  

On peut également mettre en évidence la présence d’ondes 
se propageant à la surface du noyau 

Figure 4: Schematic diagram of the structure of torsional oscillations. The vertical axis

coincides with the Earth’s rotation axis, and core flow moves on uniform cylinders. The

expression in the surface flow in the northern and southern hemispheres should be the

same. Figure courtesy of Dr. Stephen Zatman.
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from the tangent cylinder to the Equator. Such fast propagation is
made possible by a large magnetic field inside the core, of amplitude
several millitesla. At large cylindrical radii, in the Equatorial region,
the propagation slows down. In a torsional wave scenario, that obser-
vation is consistent with a weaker field close to the Equator.
Furthermore, the absence of a reflected wave suggests the presence
of significant Ohmic dissipation. This is due either to large gradients
of the induced magnetic field, resulting from inhomogeneities in the
Alfvén wave velocity, or to the presence of a conducting layer at the
base of the lower mantle19. We have explored this second hypothesis.

The ensemble average of the filtered zonal flow coefficients are now
considered as observations for a second inversion. To obtain not only
the strength but also the profile of ~BBs sð Þ, we use a variational data
assimilation framework20,21 that rests on the torsional wave equation
outside the tangent cylinder19:
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The last term represents magnetic friction at the core–mantle boundary
(CMB) in the presence of a conducting layer at the bottom of the
mantle, of conductance G. The squared radial magnetic field at the

CMB, ~BB2
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dw, is chosen to

be uniform for the sake of simplicity. We control, using the variational

approach, the profile ~BBs sð Þ, the product G~BB2
r and the torque C on the

tangent cylinder (see Methods). Figure 3 illustrates one solution
example: the time–radius map of the predicted velocity (Fig. 3b) com-
pares well with that of the observations (Fig. 3a). Furthermore, the
predicted velocity explains the observed six-year DLOD changes well
(Fig. 2a), the amplitude of which, at about 0.2 ms, corresponds in turn
to C < 2 3 1017 N m.

Figure 4 displays the dispersion of the acceptable solutions (see
Supplementary Information) in terms of profiles of ~BBs sð Þ. They all
require ~BBs to be larger than 2–3 mT in most of the outer core, except
towards the Equator, where it decreases towards intensities consist-
ent with the fraction of a millitesla obtained at the CMB. At radii
between 0.4c and 0.8c, we find a wide range of acceptable amplitudes:

we thus provide only a lower bound for the field intensity in that
region. Our findings are in line with estimates (1) inferred from
quasi-geostrophic core-flow inversions assuming a magnetostrophic
balance6, (2) deduced from numerical geodynamo models1, and (3)
required to explain core nutations22. Having an internal field as
strong as 5 mT r.m.s. is compatible with magnetic dissipation con-
siderations23. In addition, because the torsional waves are interannual
rather than decadal, concerns raised about excessive damping at the
CMB24 do not apply.

Acceptable solutions show 30ƒG~BB2
r ƒ140 S T2, with median

value 70 S T2. For ~BBr~0:7 mT at the CMB22 (see Fig. 4), this yields
a conductance G g [0.6, 2.8] 3 108 S, with a median value of
1.4 3 108 S. If it seems large compared to recent results from
lower-mantle mineral physics25, it is nevertheless not in conflict with
studies of electromagnetic induction in the Earth’s mantle. A six-year
signal probes the entire thickness D of the conducting layer at the
bottom of the mantle, of conductivity smantle 5 G/D. For a value of
smantle ten times smaller than the outer core conductivity
score < 5 3 105 S m21, this yields a thickness of D < 3 km, whereas
for a value of smantle similar to score, it yields a thickness D < 300 m.
That estimate is compatible with the one obtained from the analysis
of the daily nutations22 only if a marginal quantity of electrically
conducting material lies outside the layer probed by nutations, of
thickness d < 200 m for smantle < score. The magnetic torque at the
CMB, together with the torque C at the tangent cylinder, balance time
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Figure 1 | High coherence is found not only on long timescales, but also on
an approximately six-year period. Coherence (a) and phase (b) spectra are
calculated over the time span 1925–1990 for the DLOD time series
LUNAR97 (ref. 13) and the predictions from the average of an ensemble of
quasi-geostrophic core flow models (see Supplementary Information).
Green segments correspond to frequency ranges over which the phase shift is
smaller than 30u.
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Figure 2 | The six-year DLOD signal is carried by geostrophic wave-like
patterns travelling from the inner core to the outer core Equator.
a, Comparison of DLOD time series, bandpass-filtered between five and
eight years, of the LUNAR97 data13 (green), the predictions from the
ensemble average of the quasi-geostrophic core flow models (black), and the
result (red) of the torsional wave assimilation of the flow coefficients
~ttobs

n0 tð Þ
$ %

n~1,3,...,9
for 1960–1982 (see Supplementary Information). b, Time

versus cylindrical radius map of the band-pass filtered angular velocity
ũg(s, t) for the ensemble average of the quasi-geostrophic core flow model.
Distance is in outer core radius units. The colour scale ranges between
20.4 km yr21 (blue) and 10.4 km yr21 (yellow) with contours every
0.02 km yr21. The horizontal dashed line at s 5 0.35 corresponds to the
position of the tangent cylinder. The black box corresponds to the space-
time domain used for the assimilation of torsional waves (Fig. 3).
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Ces secousses ne peuvent être expliquées par de simples ondes de torsion 
(Silva and Hulot, PEPI, 2012)    

On peut enfin tenter de comprendre l’origine des « secousses 
magnétiques » découvertes à la fin des années 1970 

150 M. Mandea et al.

Fig. 2 Secular variation for X,
Y , Z components in Niemegk
observatory. Times for three
geomagnetic jerks, around 1969,
1978, 1991 are indicated as
intersections of successive
straight-line segments, for y
component (Adapted from
Wardinski and Holme (2006))

In an effort to develop a more objective technique, Stewart and Whaler (1992) developed
an algorithm using optimal piecewise regression analysis. The algorithm uses piecewise
quadratic functions to fit the time dependence of the field. The data series are modelled by
the fewest such quadratics (i.e. the smallest number of parameters) that provide an adequate
fit to the data. In this way, the dates of any impulses are determined objectively, rather than
imposed a priori, and the adequacy of quadratic time dependence is assessed. Chambodut
et al. (2005) have used a similar method to detect geomagnetic jerk occurrence in geomag-
netic models.

A similar philosophy motivated the Statistical time series model of Nagao et al. (2001).
They fit monthly means of geomagnetic observatory data with a second order spline function
with variable knots. The optimum parameter values of the model, including positions of

Mandea et al., SSR, 2010 

Composante Est de la variation séculaire à Niemegk, Allemagne 
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Les secousses les plus récentes (documentées par les données satellitaires) suggèrent qu’il s’agit de 
pulsations (ondes stationnaires) du champ magnétique (Chulliat et al., GRL, 2010, 2015)   

Geophysical Research Letters 10.1002/2015GL064067

Figure 1. Maps of the radial secular acceleration at the core-mantle boundary, (left column) CHAMP + DMSP models and
(right column) CHAOS-5 model. The maps are shown at three different epochs (2003, 2009, and 2012.5), when equatorial
SA patches in the Atlantic sector are of maximum amplitude. The color scale does not take into account DMSP SA at
latitudes larger than 60◦ in absolute value. Units: nT/yr2.

Figure 2. Variation along the geographic equator of the radial secular acceleration. The radial SA at the CMB from
(a) CHAMP + DMSP and (b) CHAOS-5 models is plotted along the geographic equator at three different epochs (2003,
2009, and 2012.5).

CHULLIAT ET AL. FAST WAVES IN THE EARTH’S CORE 3324

Composante radiale de la dérivée seconde du champ 
à la surface du noyau (Chulliat et al., GRL, 2015) 

On peut enfin tenter de comprendre l’origine des « secousses 
magnétiques » découvertes à la fin des années 1970 
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L’étude des roches (et objets anciens) aimantés permet aussi 
l’étude du champ magnétique ancien et très ancien 

n  L’aimantation des roches magmatiques donne des 
informations sur l’intensité et l’orientation du champ 
magnétique qui régnait localement lors du dernier passage 
de ces roches sous la température de Curie, que l’on peut 
dater grâce aux méthodes isotopiques (basées sur la 
désintégration des éléments radioactifs à vie longue, comme 
l’Uranium 238U) 

 
n  L’aimantation d’objets cuits (briques, poterie, tuiles…) donne 

le même type d’information pour les époques historiques 
anciennes (datées de manière diverses: archives historiques, 
datation isotopique, etc…) 

n  L’aimantation (beaucoup plus faible, mais mesurable en 
laboratoire) des roches sédimentaires donne aussi des 
informations sur l’intensité (relative) et l’orientation du 
champ magnétique lors de la formation de ces sédiments par 
déposition, laquelle peut aussi être datée par des méthodes 
isotopiques. 
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Ceci permet de constater que la dynamique qui a mené à la croissance de 
l’anomalie de l’atlantique sud a vraisemblablement débuté vers 1500, et que d’autres 

épisodes semblables se sont produits par le passé     

Evolution du champ magnétique à la surface du noyau sur 
plusieurs millénaires  

Licht et al., PEPI, 2013 

Genevey et al., 2008 
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Ceci permet de constater que le champ magnétique est resté principalement dipolaire axial, mais qu’il 
s’est souvent inversé par le passé, à un rythme très variable, et que lors de ces inversions, le champ 

a perdu temporairement son caractère dipolaire.   

Evolution du moment dipolaire du champ magnétique aux 
échelles géologiques     

J.P. Valet, IPGP 

are quite ubiquitous over the deep 
ocean basins; that they are interrupted 
only by anomalies associated with iso- 
lated seamounts or volcanic ridges, 
and by fracture zones which offset the 
anomaly pattern-,-as was shown by 
Vacquier in the northeast Pacific (12). 

Of the three basic assumptions of 
the Vine and Matthews hypothesis, 
field reversals (7) and the importance 
of remanence (13) have recently be- 
come more firmly established and wide- 
ly held; thus in demonstrating the ef- 
ficacy of the idea one might provide 
virtual proof of the third assumption: 
ocean-floor spreading, and its various 
implications. 

afflict ties 

At the time this concept was pro- 
posed there was very little concrete 
evidence to support it, and in some 
ways it posed more problems than it 
solved. There were, for example, at 
least three rather awkward points that 
it did not explain: 

1.) Many workers felt and feel that 
the northeast Pacific anomalies do not 
parallel any existing or preexisting 
oceanic ridge (14). 

2) Whereas one can visually corre- 
late anomalies on widely spaced pro- 
files in the northeastern Pacific, one 
cannot do this over ridge crests, ex- 

135? 130' 125' 
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Fig. 1. Summary diagram of total magnetic-field anomalies southwest of Vancouver 
Island. Areas of positive anomaly are shown in black. Straight lines indicate faults 
offsetting the anomaly pattern; arrows, the axes of the three short ridge lengths 
within this area-from north to south, Explorer, Juan de Fuca, and Gorda ridges. 
See also Fig. 15. [Based on fig. 1 of Raff and Mason (27); courtesy Geol. Soc. Amer.] 
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cept for the central anomaly. Vacquier 
(12) maintained, therefore, that there 
are no linear anomalies paralleling the 
central anomaly over the crests of 
ridges. 

3) The idea did not, very obviously, 
explain the fact that the low-amplitude, 
short-wavelength anomalies observed 
on either side of the axis of a ridge 
give way to higher-amplitude, long- 
wavelength anomalies over the more 
distant flanks-an observation original- 
ly made by Vine and Matthews (6) 
and emphasized by Heirtzler and Le 
Pichon (15). With the increase in depth 
of the magnetic material as one moves 
from the ridge crest to the flanks, one 
would expect disappearance of shorter 
wavelengths but not an increase in 
amplitude. 

Corollaries 

The second difficulty is clearly rather 
fundamental, but has persisted because 
until recently no large, detailed survey 
of the crest of a midocean ridge was 
thought to be available. However, in 
1963 the U.S. Naval Oceanographic 
Office (16) made a detailed aeromag- 
netic survey of Reykjanes Ridge, south- 
west of Iceland (Fig. 2) (17). The ridge 
was chosen because it clearly forms 
part of the northerly extension of the 
Mid-Atlantic Ridge through Iceland, 
and because earlier traverses had indi- 
cated a typical central anomaly over 
its crest (18). A diagram summarizing 
the anomalies revealed by this survey 
appears in Fig. 3. The area summa- 
rized, approximating a 400-kilometer 
square, shows a pattern of linear anom- 
alies paralleling the central anomaly 
and symmetrically disposed about it. 
This finding, together with the sym- 
metry and linearity of the magnetic 
anomalies about the Juan de Fuca and 
Gorda ridges (Fig. 1), recently de- 
scribed by Wilson (19), provides con- 
vincing confirmation of the two most 
obvious corollaries of a literal inter- 
pretation of the Vine-Matthews hy- 
pothesis: (i) linear magnetic anomalies 
should parallel or subparallel ridge 
crests, and (ii) for many latitudes and 
orientations the anomalies should be 
symmetric about the axis of the ridge. 

If one pursues a literal application 
of the idea, a further possibility is 
simulation of anomalies at ridge crests 
by assuming the reversal time scale for 
the last 4 million years proposed by 
Cox, Doell, and Dairymple (7), the 
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paleomagnetic reversal record.  Our solution shows how convection in the fluid outer core is 
continually trying to reverse the field but that the solid inner core inhibits magnetic reversals 
because the field in the inner core can only change on the much longer time scale of 
diffusion.  Only once in many attempts is a reversal successful, which is probably the reason 
why the times between reversals of the Earth's field are long and randomly 
distributed.  After the first magnetic reversal, we continued our simulation."  Using "a 
heterogeneous heat flux similar to the Earth's present pattern", the model "underwent two 
more reversals, roughly 100,000 years apart.  This demonstrates the influence the thermal 
structure in the lower mantle has on the style of convection and magnetic field generation in 
the fluid core below.  

The popular story 
The general impression is that nice, even bands of alternating polarized rock form as new 
seafloor is made by the slow, steady movement of plates over millions of years and regular 
reversals of the geomagnetic field about every 200,000 years.  It is often illustrated with this 
kind of diagram, which I call 'piano keys': 

  

 

 

 

 

 

Vine, Science, 1966 

Tarling, 1971 

d’après Cande and Kent, 1995 
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Simulation numérique de la géodynamo 

n  Le noyau possède encore une chaleur originelle (datant 
de la formation de la Terre) 

n  Son refroidissement est contrôlé par le manteau 
terrestre, lui-même en convection lente. 

n  Le taux de refroidissement est cependant suffisant pour 
que le noyau soit en convection depuis la formation de 
la Terre. 

n  Ce refroidissement a permis au noyau de cristalliser en 
partie pour former la graine, qui continue de croître en 
libérant de la chaleur et des éléments légers. 

n  La convection du noyau est donc thermo-solutale, et est 
contrôlée par des conditions aux limites complexes à sa 
base (interactions avec la graine) et à son sommet 
(interactions avec le manteau). 

n  Elle est par ailleurs influencée par la rotation de la Terre 
(forces de Coriolis) 

n  Mais elle est suffisamment vigoureuse pour entretenir 
une dynamo auto-entretenue: la géodynamo  

Aubert et al., 
Pour la science, 2010  
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LE NOYAU

assauts du vent solaire et des rayons cosmiques,
de sorte que la faune et la flore resteraient proté-
gées. La surface de la Terre serait tout de même
plus exposée aux rayonnements, mais jusqu’à
présent, aucun lien direct n’a été établi entre
les inversions géomagnétiques et les disparitions
d’espèces. Nos lointains ancêtres ont d’ailleurs
connu plusieurs inversions !

Les principales précautions à prendre concer-
neraient le transport aérien et les satellites, qui ne
bénéficient pas ou peu de la protection de l’at-
mosphère, et qui subiraient alors directement l’agres-
sion du vent solaire. Au sol, diverses protections
seraient aussi à envisager. En effet, l’interaction du
vent solaire avec un champ magnétique terrestre
réduit et multipolaire risquerait de déclencher de

violents courants électriques dans la magnétosphère
(la zone dominée par le champ magnétique de la
planète) et l’ionosphère (une couche de la haute
atmosphère, située entre 80 et 500 kilomètres d'al-
titude), en particulier lors des tempêtes solaires.
Outre la multiplication des aurores boréales,
nous subirions, en l’absence de protections adap-
tées, d’immenses pannes du réseau électrique. De
telles pannes se sont d’ailleurs déjà produites à
quelques rares occasions, plongeant par exemple
six millions de personnes dans le noir au Québec
lors de la tempête solaire de 1989. Si le champ
magnétique protecteur avait en plus été affaibli par
une inversion en cours, les conséquences auraient
probablement été bien pires ! Heureusement, ce
n’est pas à craindre à court terme… ■

29DOSSIER N° 67 / AVRIL-JUIN 2010 / © POUR LA SCIENCE

L’INTERFACE ENTRE LE NOYAU ET LE MANTEAU
TERRESTRE est thermiquement hétérogène,
avec des parties chaudes (en rouge) et
froides (en bleu), visibles sur 
cette simulation. 
Ces hétérogénéités créent 
des écoulements dans
le noyau (traits
blancs) qui
influent sur la
géodynamo.
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Simulation numérique de la géodynamo   
La modélisation numérique de la géodynamo implique 
donc de résoudre numériquement: 
n   Les équations d’une convection thermo-solutale en 
rotation rapide  (température et composition, densité, 
mouvements) 
n   Couplées aux équations de l’électromagnétisme 
(courants électriques, champ magnétique) 
n   En tenant compte de conditions aux limites thermiques, 
ainsi que de conditions de flux de matière et 
électromagnétiques. 
Outre la distribution géographique des conditions aux 
limites imposées par le manteau et la graine, et 
l’existence de couplages gravitationnels entre la graine et 
le manteau, de nombreux nombres sans dimension 
interviennent donc pour définir le bon « régime » de 
fonctionnement de la géodynamo. 
n   A ce jour (malgré des avancée rapides en puissance de 
calcul), il n’est pas encore possible de simuler la 
géodynamo dans son « vrai » régime. 

Aubert et al., 
Pour la science, 2010  
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Mais il est possible de tirer parti de propriétés universelles mises 
en évidence par l’étude de nombreuses dynamos simplifiées    

n  Les simulations accessibles aujourd’hui permettent d’identifier des régimes de 
dynamos dont le comportement est réaliste (entre les pointillés ci-dessus à 
gauche, où Rm=UD/η est le nombre de Reynolds magnétique et Eη=η/(ΩD2) est 
le nombre d’Ekman magnétique).  

Composante radiale du champ à la surface du noyau en 2005 

Composante radiale du champ d’une simulation appartenant à la famille  
des dynamos « réalistes » 
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An Earth-like value of the magnetic Ekman number of about
5×10−9 is two orders of magnitude below the lowest model value
in Fig. 3. Extrapolating the lower boundary of the compliant region
to Eη=5×10−9 (dash–dotted line in Fig. 3) results in a minimum
value of the magnetic Reynolds number of 900. Estimates of the
Earth value of Rm (Christensen and Tilgner, 2004) are of that order.
The extrapolation of the compliant wedge region seems to
encompass the location of geodynamo, shown by the large cross in
Fig. 3, but perhaps only marginally so.

Fig. 4 shows separately the values for the four morphological
properties plotted against the magnetic Reynolds number. Models
with a large magnetic Ekman number are shown by circles, medium
values by squares and small values by stars. Models rated good or
excellent are highlighted by grey fill of the symbol. The largest
variations occur in the AD/NAD ratio, which contributes most to
distinguishing between compliant and non-compliant models. How-
ever, there are cases with a very Earth-like AD/NAD value that are
downgraded to only marginally compliant because of the misfit in
other properties. In general, the dipole/non-dipole ratio, the odd–
even ratio and the zonal/non-zonal ratio decrease with increasing Rm,
whereas the flux concentration factor increases. For models rated as
good, the maximum deviation in any one of the four properties is
typically less than 1.5σ.

4.2. Influence of thermal boundary condition

For a number of cases that cover the full range in magnetic
Reynolds number and magnetic Ekman number that we explored so
far, we have replaced the fixed temperature condition on the outer
boundary by a condition of fixed homogeneous flux, keeping the
values of E, Pm and Pr unchanged and tuning the flux Rayleigh number
RaF such that the value of the Rayleigh number RaT based on the
temperature contrast and the convective power are almost identical

between the corresponding models. With very few exceptions we
find as a trend upon changing to a flux condition that the AD/NAD, O/E
and Z/NZ ratios become smaller whereas FCF becomes larger (Fig. 5).
Depending on how well the original fixed temperature model
fitted the Earth values, this can either improve or deteriorate the
compliance with the geomagnetic field. In many cases an improve-
ment in the power ratios is accompanied by an impairment of the flux
concentration factor and the overall rating of the compliance does not
change very much.

For two selected cases with E=10−4 and Pm=3 or Pm=7,
respectively, we investigated the influence of different distribu-
tions of the sources and sinks of buoyancy, varying the ratio bet-
ween inner core flux and the sum of the fluxes on both boundaries
Fi / (Fo+Fi) between zero and one. The former value corresponds to
internal heating (secular cooling) and the second to purely com-
positional convection with a neutrally stable temperature gradient
at the CMB. We adjusted the Rayleigh number such that the
magnetic Reynolds number stayed constant within 3% at 380 and
850, respectively. Upon increasing the driving from below, the field
tends to become more strongly dipolar and the non-dipole field
becomes less zonal (Fig. 6). There are no clear trends for the odd–
even ratio and the flux concentration factor. The χ2 values lie in a
limited range between 2 and 6, i.e., the compliance of these models is
good to marginal. The cases with Rm=380 become generally more

Fig. 3. Compliance of field morphology with that of the geomagnetic field for dynamo
models with fixed temperature boundary conditions plotted as function of magnetic
Reynolds number and magnetic Ekman number. Symbols with black fill show excellent
agreement, dark grey good agreement, light grey marginal and white cases are non-
compliant. The symbol shape is keyed to the Ekman number, a value of PrN1 is
indicated by a cross inside the main symbol and Prb1 by a circle, all others have Pr=1.
The region of Earth-like dynamos in the Rm−Eη parameter space is bounded
approximately by the broken lines. The cross indicates the approximate location of
Earth's core.

Fig. 4. The four morphological field properties vs Rm. Stars are for Eηb7×10−6, circles
EηN7×10−5 and squares for intermediate values. The thick horizontal line is the
nominal value for the geomagnetic field with 1σ tolerance range shown by broken
lines. Grey fill is for models with good or excellent overall rating.
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within a factor of a few, the value of the Rayleigh number is very
uncertain. Instead of a Rayleigh number we therefore use the
magnetic Reynolds number Rm=UD/η along with Eη to characterize
the dynamo model. A disadvantage is that the value of Rm is not
known apriori, but is a model result. Scaling relations (Aubert et al.,
2009; Christensen and Aubert, 2006; Olson and Christensen, 2006)
can be used to approximately link Rm to the Rayleigh number and the
other control parameters. The value of Rm in Earth's core is
approximately known by the flow velocity inferred from secular
variation.

The appeal of using the combination (Rm, Eη) to characterize the
dynamo is that these parameters represent the ratios between the
potentially most important time scales in rotationally controlled
dynamos: the advection time, the magnetic diffusion time, and the
time scale of rotation. The two parameters are independent of the
viscosity and the thermal diffusivity, which are both very small in
the geodynamo and which have been found to have little effect on the
scaling of the magnetic field strength and flow velocity (Christensen
and Aubert, 2006).

4. Results

In Fig. 2 we compare for illustrative purposes snapshots of the
radial field at the outer boundary of several dynamo models, filtered
to degree eight, with the geomagnetic field at the core surface
expanded to the same degree (Fig. 2a). The case in Fig. 2b agrees well
in all criteria and is rated excellent. The model in Fig. 2c has a very
small axial dipole contribution and is clearly non-compliant. In
contrast, in Fig. 2d the axial dipole is too dominant. In addition, the
non-dipole field is too antisymmetric with respect to the equator, its

zonal components are too strong compared to the non-zonal part, and
the (unsigned) flux is too evenly distributed. This case is also rated
non-compliant. The case in Fig. 2e is fair in most properties. The most
serious deviation from the Earth's field is a too pronounced
concentration of the field into a small number of strong flux patches.
The overall rating for this case is ‘marginal’.

4.1. Parameter dependence

Fig. 3 shows for all models with a temperature boundary
condition the degree of compliance of the field morphology with
that of the geomagnetic field. White symbols (no fill) are for cases
that do not agree with the geomagnetic field at all (χ2N8). Earth-like
models are shown by dark grey and black fill (χ2≤4 and χ2b2,
respectively). They fall into a wedge-shaped region bounded by
broken lines in Fig. 3. A few non-compliant cases also fall into this
wedge, but they lie close to the boundaries. For a model to be Earth-
like, the magnetic Ekman number must be less than approximately
10−4. The magnetic Reynolds number must neither be too small nor
too large. The range of suitable values of Rm depends on the
magnetic Ekman number. Lower values of Eη require larger values of
Rm. Cases with too low Rm are typically too dipolar, too (anti)
symmetric with respect to the equator and the non-dipole field
contains too much zonal energy. Dynamos with a high Eη to the right
of the compliant wedge region in Fig. 3 are non-dipolar, except at
very low Rm. Cases with a very large magnetic Reynolds number on
the top left in Fig. 3 show too much flux concentration. Their AD/
NAD ratio is too small, but not extremely low as in the case of non-
dipolar dynamos.

Fig. 2. Radial field at the outer boundary of the dynamo expanded up to degree eight. (a) Geomagnetic POMME model for 2005 (Maus et al., 2006), (b)–(e) dynamo models with
parameters (E, RaT, Pm, Pr) and instantaneous morphology properties [AD/NAD, O/E, Z/NZ, FCF] and time-averageχ2 in (b): (3×10−5, 3×108, 2.5, 1), [0.92, 0.96, 0.19, 1.33],χ2=0.3;
(c): (10−5, 1.7×109, 0.5, 1), [0.01, 0.81, 0.20, 2.18],χ2=9.2; (d): (3×10−6, 4×108, 1, 1), [5.02, 4.54, 1.20, 0.51],χ2=20; (e): (10−3, 5.2×105, 12, 1), [0.62, 2.35, 0.45, 5.94],χ2=7.7.
Cases c and d are with fixed temperature conditions, cases b and e use fixed zero flux on the outer boundary.
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Mais il est possible de tirer parti de propriétés universelles mises 
en évidence par l’étude de nombreuses dynamos simplifiées    

n  Les constantes de temps du champ non-dipôle de la géodynamo et des 
simulations numériques « réalistes » suivent une loi universelle en 

n  Il est donc possible de calibrer l’« horloge interne » des simulations sur celle de la 
géodynamo  

Il est possible de définir une 
constante de temps caractérisant le 
taux de variation séculaire du champ 
degré par degré  

compliance of the inferred law !n = tSVmax/n with the tnobs,
Figure 1 also presents 90% statistical dispersion bars,
deduced from the F2n+1,2n+1‐pdf for (tn/!n)2, in agreement
with the SIS model. Note that for this a posteriori check, the
exact (and not the rescaled) F2n+1,2n+1 are used, as our goal

is no longer to search for an optimal tSV, but instead to
verify the compatibility of the observations with their ex-
pected statistics. Note also that in the case of gufm1, the
factor Nn introduced above is always equal to one, which led
us to resort to F2n+1,2n+1‐pdfs, even though we computed
“time‐averaged” values of tnobs using equation (4). We obtain
that the observations (black stars) are all located within the
90% statistical dispersion bars, confirming the compatibility
of the inverse linear law tSVmax/n with the observed geomag-
netic field, within the statistical framework we used.
[12] Let us now consider the relevance of the more

general two‐parameter power law !n = d × n−g. In order to
assess which sets of values (d, g) can possibly provide a
better fit to the data, we rely on equation (7) to compute
f (d, g). Figures 1e and 1f show these pdfs (normalised
by their maximum, and hereinafter denoted by f ), obtained
for CHAOS‐3 and gufm1, respectively. Figures 1e and 1f
reveal crescent‐shaped f > 0.8 surfaces (in red) which inter-
sect the g = 1 axis. Therefore, even if particular values of
(d, g) can provide a better fit to the data than (d, g) = (tSV, 1),
this improvement is marginal, and not statistically significant.

Figure 1. Correlation times tnobs (black stars) and corresponding fits (in red) computed for: (a) the epoch 2005 of CHAOS‐3
(using equation (3)); (b) the period 1840–1990 of gufm1 (using equation (4)); (c) some arbitrary epoch in our dynamo run
(using equation (3)); (d) a period of 10 · tSV in our dynamo run (using equation (4)). The fits are presented here with a 90%
statistical dispersion bar deduced from the F(2n+1)Nn, (2n+1)Nn‐pdf for (tn/!n)2, where Nn = 1 for Figures 1a–1c. (e–h) The
probability density of the two parameters (d, g) (normalised by its maximum) for the four cases described in Figures 1a–1d.

Table 1. Values of tSVmax With Their 90% Confidence Interval for
Various Geomagnetic Field and DynamoModels When Computing
tnobs Either From Equation (3) or From Equation (4)a

Model Equation n tSVmax tSV

CHAOS‐3 2005 3 2–13 [378; 425; 483] 445
GRIMM‐2 2005 3 2–13 [361; 406; 461] 446
POMME‐6 2005 3 2–13 [368; 413; 470] 443
gufm1 1840–1990 4 2–10 [423; 489; 579] 388
dynamo model 3 2–13 [0.129; 0.146; 0.164] 0.136
dynamo model 4 2–13 [0.137; 0.140; 0.143] 0.140

aValues for the geomagnetic field models are expressed in years, whereas
those for the dynamo model are in units of the viscous diffusion time. The
last column indicates the values of tSV recovered from a standard least‐
squares algorithm. Values in bold are tSVmax, and values in brackets are
their 90% confidence interval.
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spectra: the instantaneous 2010 Secular Variation spectrum as inferred from the CHAOS-1471

4↵ model, and the two average 1980 to 2000 Secular Variation spectra already shown at the1472

Earth’s surface in Figure 13b. All spectra have been boldly plotted up to degree 18, which1473

we are theoretically entitled to do, since the Secular Variation is dominated by the first-time1474

derivative of the Core Field. In doing so, we also make the assumption that all degrees up to1475

18 are properly recovered. This however is not so obvious as the divergence between the two1476

average Secular Variation spectra above degree 15 shows. As already noted, this divergence1477

likely reflects noise contamination in the Hulot et al. [2002] average Secular Variation. But1478

similar (weaker) contamination could also a↵ect the other spectra, as the steeper trend beyond1479

degree 15 would suggest. Those spectra show that contrary to the Core Field itself, the Secular1480

Variation is generally not dominated by its largest scales at the CMB. In contrast, a clear1481

increasing trend is now indeed to be seen, revealing a very strong small scale dynamics, which1482

could not be witnessed in such detail before the advent of the Ørsted and CHAMP missions.1483

Plotting the Secular Acceleration spectrum at the CMB confirms the important dynamic1484

role played by small scales. Figure 14b shows such a spectrum, as computed from CHAOS-4↵ for1485

epoch 2005.0. Just like the Secular Variation, the Secular Acceleration displays a clear increasing1486

trend up to degree 11. Beyond that degree, however, it sharply drops. This consequence of the1487

temporal regularisation introduced in the CHAOS modelling process (recall section 3.2) testifies1488

for the fact that the Secular Acceleration is hardly constrained by the observations beyond this1489

degree. As a matter of fact, the exact amount of Secular Acceleration that can be recovered1490

from recent satellite data is still a matter of much debate and another strong motivation for1491

the Swarm mission. Most authors would agree that current data is unlikely to provide any1492

significant constraint beyond degree 8, and perhaps not even beyond degree 6 (see, e.g., Lesur1493

et al. [2011], Finlay et al. [2012]).1494

A final very useful spectral quantity one can next easily derive is the Correlation Time1495

associated with a given degree n, and defined as:1496
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where W
n

(r) and W 0
n

(r) are the degree n contributions to the Lowes-Mauersberger spectra of1497

respectively the Core Field and its Secular Variation at radius r (as defined by eq. 26). This1498

quantity, which is independent of r, is best understood in statistical terms as a measure of the1499

time it would take for the degree n Core Field to significantly evolve, were the Core Field to1500

behave as if produced by a random statistical process [Hulot and Le Mouël, 1994]. Although the1501

Core Field is of course produced by a deterministic dynamo process within the core, it turns1502

out that such a statistical interpretation is quite consistent with both the known temporal1503

evolution of the large scales of the Core Field recovered from historical and archeomagnetic1504

data (see Hulot and Le Mouël [1994], Hongre et al. [1998]), and the behaviour of the field1505

produced by numerical dynamo simulations [Bouligand et al., 2005].1506

Figure 15 shows such estimates as inferred from the CHAOS-4↵ model by simply making1507

use of the two CHAOS-4↵ Core Field and Secular Variation spectra at epoch 2010.0 shown in1508

Figure 13a and b. Of course any other choice of models for the same epoch would essentially1509

lead to the same estimates. Of particular interest is the decreasing trend showing that the1510

Correlation Time gets all the smaller that the degree considered increases, reaching values on1511

the order of 30 years for the largest degrees such correlation times can be estimated. Small1512
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Constantes de temps du Champ contemporain 
(en haut) et historique (en bas) 

Constantes de temps 
de dynamos « réalistes »  

τ n( ) = τ SV n

Lhuillier et al., GRL, 2011 

Hulot and Le Mouël, PEPI, 1994 
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Ces simulations « réalistes » permettent de mettre en évidence la 
façon dont la graine, le noyau et le manteau sont couplés     

n  Les conditions aux limites thermiques imposées par le manteau (connues grâce à 
la sismologie) sont responsables de l’organisation des mouvements dans le noyau 
liquide, à leur tour responsables de la croissance asymétrique de la graine, ce que 
la sismologie permet de mettre en évidence par ailleurs    

Aubert et al., 
Nature, 2008 
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in the time-average core flow (Fig. 2c) and palaeomagnetic field
(Fig. 2a), showing that these patterns could indeed result from the
presence of such a cyclone in the Earth’s outer core. Our model
(Fig. 2b, d) further shows that the second persistent palaeomagnetic
flux lobe below north America (Fig. 2a) is associated with a similar
long-term cyclone, suggesting that the anticyclonic flow inferred in
this region from historical geomagnetic secular variation (Fig. 2c)
may be a transient. This interpretation is supported by changes in the
instantaneous rotation direction of this vortex12, occurring between
1840 and 1990.

The thermochemical wind flows efficiently extract heat and light
elements from the equatorial belt of the inner boundary (Fig. 2e),
while the polar vortex circulations in the tangent cylinder suppress
the buoyancy extraction, yielding lower-than-average mass anomaly
flux in the polar regions. Our model thus confirms the likelihood of a
faster inner-core growth in the equatorial region, in line with earlier
predictions6,23. It also predicts an extra mass anomaly flux release and
locally faster inner-core growth below southeastern Asia, where the
sub-Asian cyclone brings colder, chemically depleted material from
the outer boundary towards the inner boundary. This maximum
coincides with the maximum perturbation in the isotropic seismic
velocity of the upper inner core2 (Fig. 2e), which is also representative
of the large-scale pattern of anisotropic2,3 and first-order attenuation4

properties. This result is weakly sensitive to the time-average mass
anomaly flux partition between the inner and outer boundaries, as
shown (Fig. 2f) by a simulation in which the inner-boundary mass

anomaly flux is increased from 50% to 80% of the total, to better
match current estimates (see Methods).

Solidification texturing appears to be the most likely microme-
chanism for explaining seismic heterogeneity below the inner core
boundary, because the alternative process, deformational texturing,
is too slow, typically requiring 1 Gyr timescales23. Solidification
experiments reveal the importance of interstitial solute flow rate in
controlling fabric development in hexagonal-close-packed alloys24.
Slower freezing rates result in more widely spaced dendritic platelets
with greater sensitivity to the solute flow direction, and produce a
more textured solid through preferential c-axis orientation, whereas
faster freezing rates inhibit this effect and result in a solid with more
random platelet orientation. Seismic waves that sample the top of the
inner core will therefore have anisotropic wave speed and attenuation
in the more textured slow-growing regions, and will be more iso-
tropic, faster on average and more attenuated25 (due to scattering by
an increased number of grain boundary crossings) in the less-tex-
tured fast-growing regions. If inner core textures are controlled by
the processes just described, then the heterogeneous crystallization
predicted by our dynamo model qualitatively agrees with the
ensemble of seismic data25. Our results therefore strongly suggest that
the upper inner core has inherited its seismic heterogeneity through
mantle-induced lateral variations in its growth rate.

Our interpretation requires a small inner core rotation with
respect to the lower mantle over the past 100–300 Myr. Subject to a
long term magnetic torque !CCB , viscous torque !CCn and gravitational
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Figure 1 | Time-average flow structure of model case I. Parameters for this
case are given in Methods. a, c, Equatorial and polar visualizations,
respectively, of the time-average flow. Insets at upper right indicate the
viewing angle. Insets at upper left show the rotation axis direction. The outer
boundary is made selectively transparent and colour-coded according to the
imposed outwards heat flow (a red patch, such as the dominant positive
anomaly below Asia, means a larger-than-average heat flow; see also

Supplementary Fig. 1). The inner boundary is colour-coded according to the
mass anomaly flux f 5 2khC/hr extracted from the inner core (colour
scheme as in Fig. 2e). Within the shell, flow streamlines are represented and
colour-coded according to the local velocity along the cylindrical radius
(blue streamlines represent downwellings). b, d, Explanatory diagrams of the
equatorial and polar views a, c. Red and blue arrowheads in d respectively
represent flow up- and downwellings.
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Elles permettent même d’expliquer certaines caractéristiques 
observées du champ  

Aubert et al., 
Nature, 2013 

Observé 

Simulé 

n  En tenant compte de ces couplages, et du couplage gravitationnel entre la graine 
et le manteau, il est possible de rendre compte de l’asymétrie de la variation 
séculaire et de la propagation d’ondes à l’équateur.   
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modelling efforts17,21,22 that have recently been neglected. A field mor-
phology similar to that of the Earth4 (Fig. 2 and Extended Data Fig. 1) is
achieved by choosing ratios of the timescales for magnetic induction,
magnetic diffusion and the length of the day as close as computatio-
nally feasible to their Earth counterparts. We compromise on the ratio
of the length of the day to the viscous diffusion timescale (the Ekman
number, Ek), which, although low, lies an order of magnitude above

state-of-the art values18,19, in order to facilitate a parameter space
exploration (Supplementary Information and Extended Data Table 1).
The influence of viscosity is further mitigated by adopting a stress-free
mechanical condition at the core–mantle boundary.

Robust westward drift and time-dependence of low-latitude secular
variation similar to that observed over the past 400 years are achieved
in the coupled Earth dynamo model through a mechanism based on
indirect exchanges of angular momentum between the outer core and
the mantle via the inner core. The inner core couples with the outer
core primarily through a magnetic torque, which dominates at the
Ekman number studied. At the base of the outer core, thermochemical
‘winds’ resulting from the interaction of the Coriolis force with convec-
tive upwellings entrain the inner core in the eastward direction21,23 with
respect to the planetary rotating frame. But a gravitational torque5,22–24,
resulting from coupling between lower-mantle mass anomalies and
the induced topography at the inner-core surface, transfers angular
momentum between the inner core and mantle. In a situation where it
only experiences this gravitational torque, the mantle is then also
entrained in the eastward direction. Conservation of angular momen-
tum in the planetary rotating frame then requires a sustained westward
flow (see below) with respect to the mantle in the uppermost part of the
outer core6,22. Both the gravitational torque and the net torque exerted
by the outer core on the inner core vanish when averaged over time
(Methods). This leads to long-term co-rotation between the mantle,
inner core and lower outer core, with thermochemical wind gradients
maintaining the westward drift in the upper outer core. For a given
convective forcing, this drift is maximized if direct coupling between
the outer core and the mantle is much weaker than indirect coupling
via the inner core, as is the case in the coupled Earth dynamo model.
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Figure 2 | Maps of the magnetic field and secular
variation. a–d, Atlantic-centred Hammer
projections of the core–mantle boundary radial
magnetic field (a, c) and its temporal rate of change
or radial secular variation (b, d); data are from
geomagnetic field model14 gufm-sat-Q3 in 2001
(a, b) and a snapshot of the coupled Earth dynamo
model (c, d; orange denotes an outward magnetic
field), both filtered at spherical harmonic degree
and order 13. White arrows in c and d mark a
location chosen for further analysis in Figs 3 and 4.
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Figure 3 | Temporal evolution of magnetic structures at the Equator.
a, b, Time–longitude plot of the radial magnetic field at the Equator evaluated at
the core–mantle boundary (orange denotes an outward magnetic field) from a
3,000-year sequence of the coupled Earth dynamo model filtered to spherical
harmonic degree and order 8 (a), and from the 400-year sequence of
geomagnetic field model1 gufm1 at its native resolution (b). Grey vertical lines
mark the Atlantic hemisphere. The grey horizontal line (model time 0) marks
the time of the snapshot presented in Figs 2 and 4, and the white arrow marks
the reference location. The model time 0 is chosen to be the start of a magnetic
patch emergence and drift sequence representative of the localization of secular
variation diagnosed in Fig. 1. See Supplementary Video for the evolution of
magnetic features at all latitudes in the coupled Earth dynamo model over the
entire temporal sequence. The slanted black lines denote a reference westward
drift velocity of 10 km yr21.
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modelling efforts17,21,22 that have recently been neglected. A field mor-
phology similar to that of the Earth4 (Fig. 2 and Extended Data Fig. 1) is
achieved by choosing ratios of the timescales for magnetic induction,
magnetic diffusion and the length of the day as close as computatio-
nally feasible to their Earth counterparts. We compromise on the ratio
of the length of the day to the viscous diffusion timescale (the Ekman
number, Ek), which, although low, lies an order of magnitude above

state-of-the art values18,19, in order to facilitate a parameter space
exploration (Supplementary Information and Extended Data Table 1).
The influence of viscosity is further mitigated by adopting a stress-free
mechanical condition at the core–mantle boundary.

Robust westward drift and time-dependence of low-latitude secular
variation similar to that observed over the past 400 years are achieved
in the coupled Earth dynamo model through a mechanism based on
indirect exchanges of angular momentum between the outer core and
the mantle via the inner core. The inner core couples with the outer
core primarily through a magnetic torque, which dominates at the
Ekman number studied. At the base of the outer core, thermochemical
‘winds’ resulting from the interaction of the Coriolis force with convec-
tive upwellings entrain the inner core in the eastward direction21,23 with
respect to the planetary rotating frame. But a gravitational torque5,22–24,
resulting from coupling between lower-mantle mass anomalies and
the induced topography at the inner-core surface, transfers angular
momentum between the inner core and mantle. In a situation where it
only experiences this gravitational torque, the mantle is then also
entrained in the eastward direction. Conservation of angular momen-
tum in the planetary rotating frame then requires a sustained westward
flow (see below) with respect to the mantle in the uppermost part of the
outer core6,22. Both the gravitational torque and the net torque exerted
by the outer core on the inner core vanish when averaged over time
(Methods). This leads to long-term co-rotation between the mantle,
inner core and lower outer core, with thermochemical wind gradients
maintaining the westward drift in the upper outer core. For a given
convective forcing, this drift is maximized if direct coupling between
the outer core and the mantle is much weaker than indirect coupling
via the inner core, as is the case in the coupled Earth dynamo model.
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3,000-year sequence of the coupled Earth dynamo model filtered to spherical
harmonic degree and order 8 (a), and from the 400-year sequence of
geomagnetic field model1 gufm1 at its native resolution (b). Grey vertical lines
mark the Atlantic hemisphere. The grey horizontal line (model time 0) marks
the time of the snapshot presented in Figs 2 and 4, and the white arrow marks
the reference location. The model time 0 is chosen to be the start of a magnetic
patch emergence and drift sequence representative of the localization of secular
variation diagnosed in Fig. 1. See Supplementary Video for the evolution of
magnetic features at all latitudes in the coupled Earth dynamo model over the
entire temporal sequence. The slanted black lines denote a reference westward
drift velocity of 10 km yr21.

RESEARCH LETTER

2 2 0 | N A T U R E | V O L 5 0 2 | 1 0 O C T O B E R 2 0 1 3

Macmillan Publishers Limited. All rights reserved©2013



42 

Aubert, GJI, 2015 

Elles permettent enfin d’utiliser des méthodes d’assimilation de 
données pour tenter de prédire l’évolution proche du champ 

n  Ceci est utile pour prédire l’évolution de l’anomalie de l’atlantique Sud, par exemple 
n  Attention, cependant, que l’on sait aussi que l’horizon de prédictibilité de ce type de 

prévision est fondamentalement limité à typiquement 50 ans (Hulot et al., GRL, 2010)  

Panorama du champ magnétique terrestre         Institut d’Astrophysique Spatial, Orsay           18/01/2018 
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Ces simulations 3D réalistes permettent-elles de déterminer 
si le champ magnétique va bientôt s’inverser ? 

Valet et al., Nature 2005 

Les difficultés sont nombreuses:  
n  Il faut tenir compte de la limite de prédictibilité à 50 ans de la prévision détaillée 
n  Il faudrait pouvoir assimiler des données sur une période plus longue que la seule 

période historique 
n  Le début d’une inversion se manifeste en effet plusieurs milliers d’années avant 

l’inversion proprement dite des pôles 
n  L’assimilation sur une durée longue est très coûteuse en temps de calcul  

Panorama du champ magnétique terrestre         Institut d’Astrophysique Spatial, Orsay           18/01/2018 

 

 

Figure 1: Signed relative paleointensity. The blue line represents the signed Sint-2000 data (Valet
et al., 2005) and the light blue cloud represents a 95% confidence interval. The red line represents
the mean of the PADM2M data (Ziegler et al., 2011).
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2.2 Scalar stochastic di↵erential equation models: P09 and B13135

The P09 (Pétrélis et al., 2009) and B13 (Bu↵ett et al., 2013) models are stochastic di↵erential136

equations (SDE) of the form137

dx = f(x)dt+ g(x)dW, (1)

where the state, x, is either directly or indirectly related to the geomagnetic dipole, f(x) and138

g(x) are scalar functions, W is a Brownian motion, and t is time. A Brownian motion has the139

characteristics that it is almost surely continuous everywhere, that increments are independent140

Gaussian random variables W (t) � W (s) ⇠ N (0, s � t), and that W (0) = 0. Here and below,141

N (µ,�2) is our notation for a Gaussian random variable with mean µ and variance �2. The two142

models di↵er in their functions f(x) and g(x) and in the way x is related to the geomagnetic dipole.143

The B13 model (Bu↵ett et al., 2013) postulates that the dipole dynamics are governed by an144

SDE of the form (1), for which the state x is the geomagnetic dipole, and where the Brownian145

motion describes the e↵ects of turbulent fluctuations of a velocity field. The drift and di↵usion146

coe�cients, f(x) and g(x), are estimated from paleomagnetic data. Specifically, the drift is derived147

from a double-well potential, i.e., Earth’s dipole is modeled by a particle in a double-well, where148

each well represents a polarity. The particle, located in one of the wells, gets pushed around by149

noise, and the e↵ects of the noise may push the particle to overcome the potential barrier, thus150

completing a reversal of the dipole. In Bu↵ett et al. (2013), the drift and di↵usion coe�cients are151

estimated from Sint-2000 and PADM2M. Below we use the one resulting from PADM2M, and refer152

to Bu↵ett et al. (2013) for the details of the numerics and their tuning. Since the drift and di↵usion153

parameters are estimated from paleomagnetic data, the variable t of the resulting SDE model is154

“automatically” scaled as time. A typical simulation with B13 is shown in the upper-left panel of155

figure 2.156

The B13 model has been used in other contexts as well. In Bu↵ett et al. (2014), the same157

stochastic modeling approach was applied to data from numerical dynamo models, and in Bu↵ett158

& Matsui (2015), the stochastic term of the B13 model was modified to account for correlations159
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calibrated to absolute determinations from volcanic records. How-
ever, this procedure is delicate, because volcanic records represent
instantaneous measurements of the total field and their ages are
associated with relatively large uncertainties. In order to remove
the contribution of non dipole components and to reduce age
uncertainties, we averaged the virtual axial dipole moments
(VADMs) of the 2004 updated volcanic database27 over 0.1-Myr-
long intervals. We then calculated the time-averaged VADM
((7.46 ^ 1.16) £ 1022 Am2) for the past 0.8Myr and used this
value for calibration. This interval was selected because all successive
0.1-Myr-long segments incorporate enough data points to calculate a
reasonable estimate of the mean dipole moment. There is an overall
satisfactory agreement between each successive time-averaged
volcanic value and the calibrated record shown in Fig. 2b.
A striking characteristic of Sint-2000 is the succession of

periods with different mean values. During the Brunhes chron, the
dipole oscillated around a value of (7.5 ^ 1.7) £ 1022 Am2, which
is significantly larger than during the previous 400 kyr,
(5.3 ^ 1.5) £ 1022 Am2. It is tempting to link the existence of a
low (strong) dipole with the presence (absence) of reversals like
during the Matuyama (Brunhes) or during the 0.5-Myr-long interval
without reversals between the Gauss–Matuyama and the Cobb
Mountain reversals. To provide a more quantitative picture of field
strength as a function of reversal frequency, we calculated successive
running averages of the field intensity using different rectangular
windows (40, 100, 200, 300 kyr). The mean VADMs within all
intervals were classified with respect to the number of reversals (N)
that they contain (a 100-kyr-long interval embraces a maximum of
two reversals). The mean of each category gives an estimate of the
field strength for the intervals containing between 0 and 4 reversals.
For each class of N reversals, the average field value and its standard
deviation are reported in Fig. 3 as a function of N. The results show
that the averaged field intensity linearly decreases with respect to the
number of reversals. As expected, the slope decreases for increasing
sizes of the windows as they involve longer time-averaged variations.
The Cobb event was considered as a full polarity interval with two
successive reversals separated by a 10-kyr-long interval of low
intensity. If we were to see it as a single transition, the slope of the
plot would be larger. We also removed the data contained within the
20-kyr-long intervals surrounding the transitions, and verified that
they did not affect the calculations. From these results, we conclude
that at least during this period the dipole field strength appears to be a
dominant factor controlling the frequency of reversals. A similar but
weaker dependence of average field intensity and length of polarity

intervals was previously reported28 in the study of an 11-Myr-long
record of the Oligocene.
We wondered whether the variability of the dipole (DVADM) is

sensitive to its mean value. This parameter was approximated after
smoothing Sint-2000 using a running average with a 40 kyr window
size and subtracting each successive value from the corresponding
initial data point. The plot in Fig. 2c shows that DVADM remains
more or less constant. Thus minima of intensity are more easily
reached when the averaged moment is weak than when it is strong.
A direct consequence is that the ratio of the axial dipole field intensity
to the non-axial dipole part is lower, which should generate more
geomagnetic instabilities during weak field periods. One may then
wonder whether this is consistent with the apparently frequent
occurrence of excursions (roughly one every 100 kyr) that have
been reported for the present polarity interval of rather strong
dipole. In fact, a reduction by only half the present-day field29 is
enough to generate anomalous (seen as excursional) directions
covering one-fifth of the Earth’s surface.
Because reversal positions were used as stratigraphic markers to

correlate the records, timescale uncertainties are much smaller
during these time intervals, which allows us to compare the pattern
of the field variations immediately preceding and following each
transition. In Fig. 4, we superimposed the field variations during
these two phases for each polarity transition. The dominant feature is
that each reversal was followed by a sudden and large field recovery.
All curves show also that the dipole decayed before the transitions
over a time interval of about 60–80 kyr. Because these features are
present in sediments of various lithologies and physical properties, it
is difficult to envisage that they could have been caused by post-
depositional reorientation of magnetic grains30,31. Note that such
processes could not account for the variations observed across the
Cobb mountain event (1.19Myr ago). Indeed in this case the
restoration of the initial polarity after a rapid succession of two
reversals is incompatible with the coexistence of directions with
opposite polarities at the same stratigraphic levels. It is also sig-
nificantthat similar asymmetry between the pre- and post-reversal
stages has been reported in the most detailed volcanic records of
reversals25. If confirmed, the respective durations of these two stages
suggest that diffusive processes could dominate the pre-reversal
episode while induction could drive the dipole recovery. Altogether,
these results bring new constraints to models for the geodynamo,
and emphasize the importance of palaeointensity studies for our
understanding of the geomagnetic field.
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Paradoxalement, les simulations s’appuyant sur des modèles de dynamo 
à basse dimensionnalité semblent plus immédiatement prometteuses 

Modèle de Gissinger (European Physical Journal, 2012): 

 
n  Equations couplant trois quantités « simplifiées » de la dynamo: un « champ 

dipolaire » D, un « champ quadrupolaire » Q, et un « mouvement » V 
n  Le champ dipolaire D peut être assimilé au dipôle géomagnétique dont on connaît 

le comportement sur les derniers millions d’années: 

n  Le coût de l’assimilation est réduit et la quantité d’information disponible est 
compatible avec le faible nombre de variables.  

  

two are stable, and two are unstable. The two stable fixed points represent the two dipole po-180

larities (North-South/South-North). The system hovers around one of the stable fixed points and181

gets pushed around by the noise (the Brownian motion), which represents the e↵ects of turbulent182

fluctuations. When the deviation from the stable fixed point becomes large, the state can move183

beyond the neighboring unstable fixed point and then is attracted by the opposite stable fixed184

point, and a reversal of the dipole is completed. A more detailed discussion of the rich dynamics185

of this system is given in Pétrélis et al. (2009).186

2.3 The deterministic G12 model and the G12 based SDE model187

The G12 model consists of three deterministic ordinary di↵erential equations (ODE),188

dQ

dt
= µQ� V D,

dD

dt
= �⌫D + V Q,

dV

dt
= �� V +QD, (3)

where t � 0 is to be identified as time, and where µ, ⌫ and � are scalar parameters, see Gissinger189

(2012) . In this model Q represents the quadrupole, which may play an important role during190

reversals (McFadden et al., 1991; Glatzmaier & Roberts, 1995), D is the dipole and V represents191

the flow, more specifically, its equatorially-antisymmetrical component (e.g., Gubbins & Zhang192

(1993)). The rich dynamics of these equations are studied by Gissinger (2012). In particular, it is193

shown that reversals are generated by crisis-induced intermittency when µ = 0.119, ⌫ = 0.1, and194

� = 0.9 and that the model then shares a number of characteristics with the paleomagnetic data.195

2.3.1 Scaling of G12196

The G12 model is not equipped with a natural scaling of the amplitude of the dipole variable D to197

the geomagnetic dipole amplitude, or with a scaling of G12 model time, t, to geophysical time. To198

find the amplitude scaling of G12 we compute, as before, the average relative paleointensity of the199

unsigned Sint-2000 and PADM2M data sets and also compute the average of the absolute value of200

dipole variable of ten G12 model runs for 250 dimensionless time units. By setting201

G12 amplitude scaling: D =
p
2⇥ relative paleointensity (signed),

the average of the G12 dipole variable is approximately equal to the average relative paleointensity.202

Moreover, this scaling leads to good agreement of the histograms of the dipole variable D and of203

the signed relative paleointensity of Sint-2000 and PADM2M (left panel of figure 3). A typical204

simulation with G12 is shown in the lower left panel of figure 2.205

To find the scaling of G12 model time, we may use the fact that the distribution of chron206

duration, i.e., the distribution of the time periods during which the geomagnetic dipole is in a stable207

polarity, is well approximated by a gamma distribution for both the paleomagnetic data (Lowrie &208

Kent, 2004; Cande & Kent, 1995) and the G12 model, as shown by Gissinger (2012). By matching209

the shape parameters of a gamma distribution from G12 simulation data with the shape parameters210

of a gamma distribution of the paleomagnetic chron durations, we derive the211

G12 geological time scale: 1 unit of G12 dimensionless model time = 1 kyr.

The shape parameters are computed by maximum likelihood estimation. For the paleomagnetic212

chron durations, these parameters are estimated from the CK95(1) data set of Cande & Kent (1995)213

as defined in Lowrie & Kent (2004), which contains the sign of the dipole over the past 30 Myr. For214

the G12 model, the parameters are estimated from ten simulation for 104 dimensionless time units.215
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the mean of the PADM2M data (Ziegler et al., 2011).
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stochastic modeling approach was applied to data from numerical dynamo models, and in Bu↵ett158
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Et cela marche plutôt bien ! 

n  Le modèle de Gissinger réagit bien à l’assimilation des données et est capable de 
suivre l’évolution du champ observé, notamment à l’approche des inversions. 

n  Ce modèle est-il capable de prédire les inversions au long terme sur la seule base 
du comportement du champ dipôle ? 
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Figure 5: Left: Example reversal in a free run of the G12 model (red) scaled to the millennium
time scale (1 unit = 4 kyr) and artificially synchronized to the time of the Brunhes-Matuyama
reversal as seen in the Sint-2000 data (blue). Right: Behavior of the dipole (red), flow (yellow),
quadrupole (turquoise) parameters of the G12 model during that same reversal (after figure 14 of
Gissinger (2012)). The amplitude of the G12 model state variables D, Q, and V has been scaled
by the factor 1/

p
2.

be multiplied by a factor e, and is an indicator of the intrinsic predictability of the G12 model.263

Its average value is estimated to be around 40 kyr (see Appendix A). This is much larger than264

the 30 year e-folding time found in three-dimensional simulations, which must also account for the265

complex and fast-evolving non-dipole field (Hulot et al., 2010b; Lhuillier et al., 2011a). Provided266

that the G12 model can provide a useful coarse representation of the Earth’s dipole field with only267

three variables, this thus suggests that the G12 model could indeed be used to predict the average268

dipole field evolution over time-scales of several kyr. Such “coarse” predictions are precisely what269

we aim at, and they may not be limited by the short predictability of the detailed evolution of the270

full 3D field. We investigate these ideas in more detail in section 4.271

2.3.2 G12 based SDE272

We further use the G12 model to propose an additional scalar SDE model, similar to the B13 model.273

We mimic the construction of the B13 model, but substitute the paleomagnetic data (Sint-2000274

or PADM2M) with synthetic data from G12 scaled to the millennium scale as described above.275

In constructing a G12 based SDE model, we postulate an SDE (1) for the dipole of the G12276

model and use the numerical techniques of Bu↵ett et al. (2013) to estimate the drift and di↵usion277

coe�cients from G12 simulation data (rather than from paleomagnetic data). Specifically, we fit a278

cubic function to the drift and a quadratic function to the square root of the di↵usion coe�cient.279

We refer to this model as the “G12 based SDE”. A typical simulation with the G12 based SDE is280

shown in the lower right panel of figure 2.281
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G12 model
Sint-2000 data assimilation by D-IMP with 400 particles

G12 model
Synt data assimilation by D-IMP with 400 particles

Figure 7: Result of data assimilation (red) and data (blue, often hidden), along with assumed
errors in the data (light blue cloud). Left: Sint-2000 data. Right: synthetic data (Synt, see text
and figure 8). Data assimilation is done by D-IMP with 400 samples, and 5 data points per sweep.
Left: result of sequential data assimilation with D-IMP for G12 and using Sint-2000 data. Right:
Same but when assimilating synthetic data (Synt, see text and figure 8).

initial conditions for G12 that lead to a trajectory of the dipole variable that is compatible with327

the paleomagnetic data. However, this approach did not prove successful because the optimization328

required for implicit sampling failed to converge. The reasons for this failure are that (i) the329

G12 model cannot account simultaneously for the millennium and geological time scales of dipole330

fluctuations, whereas an assimilation over 2 Myr of data in one sweep assumes that both time scales331

are correctly represented (see section 2.3.1); and (ii) the e-folding time of the G12 model of about332

40 kyr makes it numerically di�cult to propagate information from data backwards over several333

million years. To address these di�culties, we apply data assimilation sequentially as described in334

appendix B.1.2. Specifically, we assimilate 1-15 kyr of data per sweep. The results are shown in335

table 1. A typical result of data assimilation with G12 is shown in the top-left panel of figure 7.336

We observe that we obtain similar errors when assimilating 1 or 5 data points per sweep, however337

the assimilation result is a lot smoother when we use 5 data points per sweep. We further observe338

that the error increases steeply if more than 5 kyr of data are assimilated per sweep. Further, we339

observe that EnKF yields a larger error than implicit sampling. The reason may be that G12 is340

more nonlinear than the B13 model or the G12 based SDE model, in particular due to the Q and341

V variables. This makes the use of a nonlinear data assimilation method more important, because342

the Gaussian approximation of EnKF may not be valid.343

It is evident from figure 7, that significant discontinuities occur at each time we assimilate data,344

i.e., every 5 kyr. These discontinuities indicate that assimilating the next 5 kyr of data has a345

large e↵ect on the state estimate. This could be due to either an intrinsic incompatibility of the346

G12 model with the data, or large errors in the unobserved quadrupole and flow variables. We347

investigate this issue by using synthetic data shown in figure 8, generated as follows. We simulate348

the G12 model starting from initial conditions that lead to a dipole sequence similar to that of349

the paleomagnetic data. We record the state every 1 kyr over a 2 Myr period, and add random350

errors that are distributed similarly to those of Sint-2000. Specifically, the errors are Gaussian and351
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Verdict: aucune inversion ne semble à craindre dans 
les prochains 4 millénaires 

n  Il est possible d’utiliser le modèle de Gissinger et l’assimilation de données pour 
définir une alerte annonçant qu’une inversion va se produire dans une fenêtre de 
4 millénaires, sans que l’on sache exactement quand. 

n  Toutes les précédentes inversions sont bien prédites. 
n  Aucune alerte n’est faite à l’issue de l’assimilation pour le temps présent... 

Morzfeld et al., 
PEPI, 2016 
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Intensity based threshold

Probability based threshold

     

BM reversal missed
reversal missed

Training data Verification data

Figure 15: Illustration of probability and intensity threshold-based reversal forecasts when con-
sidering Sint-2000 data. Center panel: hindcasting by probability threshold-based strategy when
relying on the G12 model; blue – Sint-2000 data; light-blue cloud – 95% confidence intervals; red –
coarse reversal prediction over 4 kyr horizon (indicator function is one if a reversal is predicted to
happen, zero otherwise). Top row and bottom row, left two panels: magnified data and predictions.
Bottom row, right panel: hindcasting by intensity-based threshold strategy; blue – Sint-2000 data;
light-blue cloud – 95% confidence intervals; orange – reversal prediction over 4 kyr horizon.

later alert. In view of the much longer “typical” chron durations, such a false alert may be viewed600

as a “slightly too early” warning. Note that assessing the success of predictions by just relying on601

IRBS ignores the fact that predicting a reversal slightly too early is an error that is less severe than602

not predicting it at all.603

Failing to predict the reversal ending the Cobb mountain subchron is of greater concern. This604

reversal occurred, according to the Sint-2000 data set, to within 4kyr of the previous one. Failure605

to predict this reversal thus may result from inaccuracies within the Sint-2000 data. However, it606

may also suggest that the G12 model is incapable of producing two successive reversals within a607

few thousand years. This could be due to the fact that the deterministic G12 dynamics imposes a608

“minimum time” between reversals which may be significantly larger than what can be observed609

for this event.610

Similar issues arise when using the PADM2M data set. In this case, no false alert occurs before611

the Cobb mountain subchron. However, a false alarm does occur shortly after (1kyr after the612

subchron), again indicating some incompatibility of the G12 model with this quick sequence of613
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