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Update on AIMS

● AIMS is now publicly available:
– September 2015: version 1.0

– April 2016: version 1.1

● more and more users:
– Birmingham, Meudon, Porto ...

– solar-like stars, red giants?

– discover bugs and improve the code



  

AIMS in a nutshell



  

Grid tessellation



  

Some results

Results for Arthur using a
grid of 400 000 CESTAM
models
● Mass
● α

MLT

● Z
0

● age



  

What has changed in version 1.1?

● extrapolation beyond 
the edge of the grid is 
now possible
– this can cause other 

problems, as recently 
discovered

● the user can easily 
introduce new grid 
parameters



  

Ongoing and future improvements

● inputs/outputs:
– read binary frequency files from ADIPLS

– write XML files to be used with OSM (Master's work 
by B. Herbert)

● numerical aspects
– speed up various parts using fortran or c?



  

XML file produced by AIMS

B. Herbert (M1 master's project)



  

Other SpaceINN tools

http://bison.ph.bham.ac.uk/spaceinn/



  

Inversion workflow

AIMSAIMS

InterpolateInterpolate
ModelModel

InversionInversion
PipelinePipeline

StellarStellar
propertiesproperties

Interpolated models Stellar properties

See poster from KASC/TASC
conference (Aarhus, 2015)



  

SpaceINN hare-and-hounds article

● number of participants: 4 hares + 14 hounds
● various methods applied by the hounds:

– grid (or forward) modelling

– glitch fitting

– misc.: inversions, scaling laws

● accepted for publication in A&A
– arXiv: astro-ph.SR/1604.08404



  

The stellar targets

0.78 – 1.33 M☉; 0.82 – 1.72 R☉,  1.7 – 9.6 Gyrs



  

Some results

23 % overall
accuracy



  

Some results

~ 2 % overall
accuracy



  

Results for the 1.0 M
☉
 stars

1.2 % 3.2 % 8.1 %

Compliant with PLATO 2.0 requirements



  

Main conclusions

● forward modelling
– most accurate

– very model dependant

● glitch analysis
– more model independent

– complement forward modelling

● error bars
– global methods (grid, bayesian, genetic algorithms ...) more robust 

than local methods (Levenberg-Marquardt)

● limitations of the exercise (based on models only)
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