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Outline

• power spectra principles
★ flat sky approximation

★ cross-spectra

★ diversion on cross-linking

• incomplete overview of CIB detections



Herschel (Spire)

• 100 sq deg with 
full overlap with 
SPT deep field 
(23h30,-55d)

• 250,350,500 um



Herschel (Spire)

• can do source 
counts

• 1 pt probabilities



Herschel (Spire)

• are sources too 
close to each 
other?

• 2 pt probabilities



Herschel (Spire)

• what about large 
scale structure in 
the map?

• general 
splotchiness in the 
map seems to not 
be fully captured by 
bright source 
counts



Clustering of Point Sources
• Radio and IR/submm 

sources presumably trace 
the large scale matter 
fluctuations 

• Back of the envelope:
– Power spectrum 

contribution: mean T2 x 
projected clustering 
amplitude

– Arcminute scales: few Mpc 
has clustering ~1 in 3D, 
divide by number of  
independent cells along line 
of sight => 1e-3

– end result dT/T~10%



Poisson Power 
Spectrum

• single point source 
leads to a corrugation 
in Fourier space

• sum over N sources: 
T2∝N S2

• no preferred scales: 
white noise

Real part of Fourier transform of 1 source



Which Sources?

• CIB mainly 
comes 
from dim 
sources 
(faint end 
of classic 
SMGs?)
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Fig. 1.— S3dN/dS vs. flux (S) at 150 GHz (left panel) and 220GHz (right panel). Source counts of Negrello et al. (2007) from

high-z (z > 1) DSFGs (blue dotted curve), low-z DSFGs (purple dashed curve, often called Ultra-Luminous-Infrared Galaxies

(ULIRGs) due to their detection at IR wavelengths) and the sum of these two (black solid curve). The de Zotti et al. (2005)

model radio galaxy curve is also plotted (red dot-dashed curve), extrapolated from 150 GHz with α = −0.5. We extrapolate

the Negrello model predictions as described in the text. The vertical dashed line indicates the flux threshold at 150GHz set for

masking of point sources from both maps. At the bright end, the source counts of V09 due to radio galaxies (filled triangles)
and DSFGs (filled circles) are also plotted.

of large-scale structure (Seljak et al. 2000), the power

spectrum of galaxies is the sum of a one-halo term and

a two-halo term, depending on whether it arises from a

pair of galaxies residing in one halo or two different halos.

The extra power at small angular scales, above expec-

tations from linear perturbation theory, arise from the

one-halo term. The bias factors of the halos in which the

galaxies reside scale the amplitude of the two-halo term,

and usually an effective bias is defined as a weighted av-

erage over the bias factors of all the contributing halos.

The bias we define above is, therefore, different than a

halo-model bias. For example, in the analysis of 860 GHz

maps from BLAST, Viero et al. (2009) find b = 3.9± 0.6
for the Lagache et al. (2004) model using a linear the-

ory calculation, and an effective bias of b = 2.4 ± 0.2,

using a halo model. Curiously, the shape of their power

spectrum agrees better with the linear theory shape than

with any halo model shape they manage to derive from

their model.

We express sky brightness fluctuations in terms of the

departure from the mean CMB temperature that would

give the equivalent change in brightness. The power spec-

tra are related via:
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where Bν is the Planck function, the derivatives of which

are evaluated at T = T̄CMB.

The emissivity density is related to differential source

counts via:
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where Θ(x − y) is the Heaviside function equal to 1 for

x < y and 0 for x ≥ y. We take d2N/(dln(L) dz)

from the empirical LDP source-count model, designed

to accommodate all observational constraints on source

counts and Poisson fluctuation power from the mid-IR

to submm wavelengths as economically as possible. In

this model, there are two different spectral types: ‘nor-

mal’ and ‘starburst’ galaxies. The latter undergo a rapid

evolution of the luminosity function between z = 0 and

z ∼ 1 and provide the large majority of the background

light.

In order to explore the broader implications of the SPT

constraints on DSFG clustering power, we use an eco-

nomical empirical model of the mean comoving emis-

sivity density as a function of redshift. We use this

“single-SED model” rather than the LDP model since

the LDP source counts are only publicly available for a

fixed parameter set. In our single-SED model, we as-

sume that all galaxies have the same greybody spectral

energy distribution (SED) described by fν ∝ νβBν (Td)

across the far-infrared to millimeter wavelengths. Here

β is the emissivity spectral index of thermal grey-body

dust, Bν is the Planck function, and Td is the effective

dust temperature. We replace the mid-infrared expo-

nential decline on the Wien side of the grey-body with a

power-law decline fν ∝ ν−αmid−IR by matching the two

functions with a smooth gradient at the frequency ν� that

satisfies d ln fν�/d ln ν� = −αmid−IR, as is done in Blain

et al. (2003). This replacement phenomenologically ac-

counts for emission from dust with temperature greater

than Td, which becomes important beyond the peak of

the emission from the dust with temperature Td. In Fig.

2, we plot this SED for a specific choice of parameter

values and show the range of rest frequencies probed by

observations at SPT, BLAST, and Spitzer frequencies.

Rather than parametrize a luminosity function, we di-

rectly parametrize the mean comoving emissivity density

since that is all we need to make predictions of the clus-

Hall et al 2010

Contributions to Poisson power



WMAP

What do we do with CMB maps?



Spherical Harmonics



CMB Power Spectrum

characteristic
spacing set by 
angular size of
sound horizon 
at z=1089

Cl = <|alm|2>



Fourier Transforms

Does one have to choose between Fourier 
coefficients and spherical harmonics?

(no)



From alm to akxky

Equation satisfied by Plm(x):

For x~0:

X X X
Harmonic Oscillator with k=l(l+1)-m2

(Fourier modes!)



Projecting alm

l=20, m=10



Projecting alm

l=200, m=100



Projecting alm

l=200, m=100
ky

kx

Fourier transform 

l

m



“Flat Sky” vs multipoles

• for chunk of map extracted at equator, the 
two are basically identical for all but the 
largest angles (l<30)

• choice of pole shouldn’t matter (statistical 
isotropy), so Fourier or multipole, up to 
you

• l~21600 k(arcmin-1)



Power spectrum 
Uncertainties

• fundamentally limited by number of 
independent measurements, noise

• Cl;meas=Cl;true+Cl;noise     

• Var(Cl)~2/nmeasCl2        “sample variance”

• more modes means better measurement of 
Cl;true+Cl;noise 

• lower noise gives better measure of Cl;true

in any single map you 
can’t tell the difference



Simulated CMB

Map Real part of FFT log10(|FFT|2)



Simulated CMB

Map Real part of FFT log10(|FFT|2)

# of independent 
samples set by map size



CMB Power Spectrum

characteristic
spacing set by 
angular size of
sound horizon 
at z=1089

Cl = <|alm|2>



Cross Spectra

• Tm=T+n

• <T1;m T2;m>=<T1T2>+<n1n2>+<T1n2+T2n1)>

• for 1=2 (map auto power spectrum), <n1n2>=2

• if 1≠2, <n1n2>=0, so no bias

• quirks in your noise model don’t affect cross 
spectrum!

all quantities are Fourier space!



Cross-Spectra in Action

• if you have mapped a field 2 times, you can 
combine them:  T=(T1+T2)

• the autospectrum of T is ~T1T1+T2T2+2T1T2

• but T1T1+T2T2 have noise bias, so with a hit in 
sensitivity you can ignore these 

• in the limit of large number of maps, hit in 
sensitivity goes to 0 while robust against 
problems of not knowing your detector noise



negative K-correction

➜

250
350

500

M. Viero

Multi-frequency is good!



Power Spectra: 
Anisotropic Noise

Fig. 4.— Final maps computed from simulated pure noise timestreams in the configuration of the BLAST05
Cas A observations, which have a dominant scan direction. From left to right: maps obtained with SANEPIC
including noise correlations; SANEPIC with no noise correlations included in the model; and simple pixel
binning (see text for more details). Note the extended dynamic range of the simple co-added map (right
panel). The maps have a size of about 40′ in the cross-scan direction and about 1◦ along the scan. The pixel
size is 25′′.

Figure 4 shows computed noise maps for one
of the realizations of the noise in each of the
three cases. As expected, the map obtained with
the simple pixel binning approach contains a very
large amount of low frequency noise, with strong
striping visible along the scan direction. Residual
low frequency noise can also be seen in the map
obtained using SANEPIC without accounting for
the noise correlations between detectors. We do
not expect this method to be very efficient, since
it is very non-optimal in cases (such as this ex-
ample) where a very large fraction of the noise
is correlated between detectors. In contrast, the
noise map obtained with SANEPIC is quite satis-
factory, showing reduced power at low frequency
as compared to the previous case. Nevertheless,
some very weak excess power is seen in the cross-
scan direction. This is expected, since the map is
not cross-linked, and very poor constraints can be
put on the cross-scan directions at low spatial fre-
quencies (two positions in the map separated by
more than the size of the array in the cross-scan
direction are observed far apart in time).

In order to quantify the level of low frequency
noise in the maps, we compute the 1-D power spec-
tra of the maps, averaged over the 20 realizations
of the simulated data. For the computation of
power spectra, we take into account only the cen-

tral part of each map, where the level of redun-
dancy in the observations is high (we use only the
highest signal-to-noise region in the maps). To do
so, we apply an apodized mask to the maps go-
ing smoothly from 0 at the edges to 1. Figure 5
shows the noise power spectra in the three cases.
The noise level in the simple re-projection map
is obviously very poor at all scales. Both of the
other map-makers reach the white noise level for
scales smaller than 3′ and have excess power at
larger angular scales. Nevertheless, the gain be-
tween full SANEPIC and SANEPIC without cor-
relations is very important at all scales larger than
about 2′ and reaches a maximum value of about
10 at around 20′ angular scales. An interesting
fact is that the knee frequency of the noise power
spectrum in the optimal case here corresponds to
the inverse of the physical scale of the detector
array in the cross-scan direction (which is of the
order of 6′). Indeed, there are no observational re-
dundancies on scales larger than the array in the
cross-scan direction in the absence of cross-linking
in the map. Thus the very long timescale 1/f
noise present in the timestreams is not efficiently
removed and re-projects in the final map at large
angular scales. This effect is also present along the
scan direction, but with a lower amplitude as the
map is scanned back and forth. The trend of the
large angular scale power spectrum of the noise in
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Fig. 5.— One-dimensional power spectra of the
noise (rebinned in frequency) in the final noise
maps after map-making in the BLAST05 Cas
A configuration. Power spectra are averaged over
the 20 realizations of the simulated data. The
dashed curve is for the simple re-projection map,
the dot-dashed curve for SANEPIC with no noise
correlation between detectors and the triple-dot-
dashed curve for SANEPIC including a treatment
of the correlations. The straight line indicates the
level of white noise in the map predicted by the
map-making procedure (see Section 3.8). Error
bars are computed from the dispersion of mea-
surements among the realizations. For compar-
ison, the upper dotted curve (decreasing almost
like a power law at all scales) represents the power
spectrum of the pure simulated signal in the final
map. The solid curve represents the power spec-
trum of the final map obtained with real data us-
ing SANEPIC, with correlations included. This
shows the benefit of taking into account correla-
tions of the noise between detectors in the map-
making procedure, reducing the noise structure far
below that of the signal in the map. The real data
power spectrum shows that the signal dominates
at all angular scales larger than about 3′ and at
smaller scales we can see that white noise at the
expected level dominates in the map. The drop of
power at around a 3′ scale is due to the BLAST05
beam.

the map just follows the trend of the low frequency
noise power spectrum in the timestreams. We will
see in Section 5.2 that this effect is reduced when
there are multiple scanning directions in the map.

Fig. 6.— Two-dimensional power spectrum of the
noise maps in the BLAST05 Cas A observational
configuration obtained with SANEPIC (noise cor-
relations included) plotted on a logarithmic con-
trast scale.

In order to determine the direction in which
the noise power is strongest in the map, we have
also computed the 2-dimensional noise power spec-
trum. The map of the 2-D power spectrum of the
noise obtained with SANEPIC (noise correlations
included) is shown in Figure 6. The large bright
spot around the center corresponds to a relatively
isotropic component of correlated noise (at least at
large angular scales). It contains a large fraction of
the noise power at large angular scales (seen in the
1-D power spectrum in Figure 5). A smaller, but
significant fraction of the correlated noise is con-
centrated in directions perpendicular to the scan
direction, as can be seen in the figure. As already
discussed, the reason for this excess power is that
the noise in the cross-scan direction is poorly con-
strained. This cross-scan component of the noise
is significant all the way up to the pixel scale.

5.1.2. Signal-only timestreams

We now focus on the signal-only timestream
simulations. In order to demonstrate the supe-
rior performance of SANEPIC relative to sim-
pler methods based on data filtering, we com-
pare with a map-making method which consists

19

simulated BLAST noise map; Patanchon et al 0711.3463

MAP Fourier space



Power Spectra: 
Anisotropic Noise

Fig. 4.— Final maps computed from simulated pure noise timestreams in the configuration of the BLAST05
Cas A observations, which have a dominant scan direction. From left to right: maps obtained with SANEPIC
including noise correlations; SANEPIC with no noise correlations included in the model; and simple pixel
binning (see text for more details). Note the extended dynamic range of the simple co-added map (right
panel). The maps have a size of about 40′ in the cross-scan direction and about 1◦ along the scan. The pixel
size is 25′′.

Figure 4 shows computed noise maps for one
of the realizations of the noise in each of the
three cases. As expected, the map obtained with
the simple pixel binning approach contains a very
large amount of low frequency noise, with strong
striping visible along the scan direction. Residual
low frequency noise can also be seen in the map
obtained using SANEPIC without accounting for
the noise correlations between detectors. We do
not expect this method to be very efficient, since
it is very non-optimal in cases (such as this ex-
ample) where a very large fraction of the noise
is correlated between detectors. In contrast, the
noise map obtained with SANEPIC is quite satis-
factory, showing reduced power at low frequency
as compared to the previous case. Nevertheless,
some very weak excess power is seen in the cross-
scan direction. This is expected, since the map is
not cross-linked, and very poor constraints can be
put on the cross-scan directions at low spatial fre-
quencies (two positions in the map separated by
more than the size of the array in the cross-scan
direction are observed far apart in time).

In order to quantify the level of low frequency
noise in the maps, we compute the 1-D power spec-
tra of the maps, averaged over the 20 realizations
of the simulated data. For the computation of
power spectra, we take into account only the cen-

tral part of each map, where the level of redun-
dancy in the observations is high (we use only the
highest signal-to-noise region in the maps). To do
so, we apply an apodized mask to the maps go-
ing smoothly from 0 at the edges to 1. Figure 5
shows the noise power spectra in the three cases.
The noise level in the simple re-projection map
is obviously very poor at all scales. Both of the
other map-makers reach the white noise level for
scales smaller than 3′ and have excess power at
larger angular scales. Nevertheless, the gain be-
tween full SANEPIC and SANEPIC without cor-
relations is very important at all scales larger than
about 2′ and reaches a maximum value of about
10 at around 20′ angular scales. An interesting
fact is that the knee frequency of the noise power
spectrum in the optimal case here corresponds to
the inverse of the physical scale of the detector
array in the cross-scan direction (which is of the
order of 6′). Indeed, there are no observational re-
dundancies on scales larger than the array in the
cross-scan direction in the absence of cross-linking
in the map. Thus the very long timescale 1/f
noise present in the timestreams is not efficiently
removed and re-projects in the final map at large
angular scales. This effect is also present along the
scan direction, but with a lower amplitude as the
map is scanned back and forth. The trend of the
large angular scale power spectrum of the noise in
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Fig. 5.— One-dimensional power spectra of the
noise (rebinned in frequency) in the final noise
maps after map-making in the BLAST05 Cas
A configuration. Power spectra are averaged over
the 20 realizations of the simulated data. The
dashed curve is for the simple re-projection map,
the dot-dashed curve for SANEPIC with no noise
correlation between detectors and the triple-dot-
dashed curve for SANEPIC including a treatment
of the correlations. The straight line indicates the
level of white noise in the map predicted by the
map-making procedure (see Section 3.8). Error
bars are computed from the dispersion of mea-
surements among the realizations. For compar-
ison, the upper dotted curve (decreasing almost
like a power law at all scales) represents the power
spectrum of the pure simulated signal in the final
map. The solid curve represents the power spec-
trum of the final map obtained with real data us-
ing SANEPIC, with correlations included. This
shows the benefit of taking into account correla-
tions of the noise between detectors in the map-
making procedure, reducing the noise structure far
below that of the signal in the map. The real data
power spectrum shows that the signal dominates
at all angular scales larger than about 3′ and at
smaller scales we can see that white noise at the
expected level dominates in the map. The drop of
power at around a 3′ scale is due to the BLAST05
beam.

the map just follows the trend of the low frequency
noise power spectrum in the timestreams. We will
see in Section 5.2 that this effect is reduced when
there are multiple scanning directions in the map.

Fig. 6.— Two-dimensional power spectrum of the
noise maps in the BLAST05 Cas A observational
configuration obtained with SANEPIC (noise cor-
relations included) plotted on a logarithmic con-
trast scale.

In order to determine the direction in which
the noise power is strongest in the map, we have
also computed the 2-dimensional noise power spec-
trum. The map of the 2-D power spectrum of the
noise obtained with SANEPIC (noise correlations
included) is shown in Figure 6. The large bright
spot around the center corresponds to a relatively
isotropic component of correlated noise (at least at
large angular scales). It contains a large fraction of
the noise power at large angular scales (seen in the
1-D power spectrum in Figure 5). A smaller, but
significant fraction of the correlated noise is con-
centrated in directions perpendicular to the scan
direction, as can be seen in the figure. As already
discussed, the reason for this excess power is that
the noise in the cross-scan direction is poorly con-
strained. This cross-scan component of the noise
is significant all the way up to the pixel scale.

5.1.2. Signal-only timestreams

We now focus on the signal-only timestream
simulations. In order to demonstrate the supe-
rior performance of SANEPIC relative to sim-
pler methods based on data filtering, we com-
pare with a map-making method which consists

19
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Fig. 4.— Final maps computed from simulated pure noise timestreams in the configuration of the BLAST05
Cas A observations, which have a dominant scan direction. From left to right: maps obtained with SANEPIC
including noise correlations; SANEPIC with no noise correlations included in the model; and simple pixel
binning (see text for more details). Note the extended dynamic range of the simple co-added map (right
panel). The maps have a size of about 40′ in the cross-scan direction and about 1◦ along the scan. The pixel
size is 25′′.

Figure 4 shows computed noise maps for one
of the realizations of the noise in each of the
three cases. As expected, the map obtained with
the simple pixel binning approach contains a very
large amount of low frequency noise, with strong
striping visible along the scan direction. Residual
low frequency noise can also be seen in the map
obtained using SANEPIC without accounting for
the noise correlations between detectors. We do
not expect this method to be very efficient, since
it is very non-optimal in cases (such as this ex-
ample) where a very large fraction of the noise
is correlated between detectors. In contrast, the
noise map obtained with SANEPIC is quite satis-
factory, showing reduced power at low frequency
as compared to the previous case. Nevertheless,
some very weak excess power is seen in the cross-
scan direction. This is expected, since the map is
not cross-linked, and very poor constraints can be
put on the cross-scan directions at low spatial fre-
quencies (two positions in the map separated by
more than the size of the array in the cross-scan
direction are observed far apart in time).

In order to quantify the level of low frequency
noise in the maps, we compute the 1-D power spec-
tra of the maps, averaged over the 20 realizations
of the simulated data. For the computation of
power spectra, we take into account only the cen-

tral part of each map, where the level of redun-
dancy in the observations is high (we use only the
highest signal-to-noise region in the maps). To do
so, we apply an apodized mask to the maps go-
ing smoothly from 0 at the edges to 1. Figure 5
shows the noise power spectra in the three cases.
The noise level in the simple re-projection map
is obviously very poor at all scales. Both of the
other map-makers reach the white noise level for
scales smaller than 3′ and have excess power at
larger angular scales. Nevertheless, the gain be-
tween full SANEPIC and SANEPIC without cor-
relations is very important at all scales larger than
about 2′ and reaches a maximum value of about
10 at around 20′ angular scales. An interesting
fact is that the knee frequency of the noise power
spectrum in the optimal case here corresponds to
the inverse of the physical scale of the detector
array in the cross-scan direction (which is of the
order of 6′). Indeed, there are no observational re-
dundancies on scales larger than the array in the
cross-scan direction in the absence of cross-linking
in the map. Thus the very long timescale 1/f
noise present in the timestreams is not efficiently
removed and re-projects in the final map at large
angular scales. This effect is also present along the
scan direction, but with a lower amplitude as the
map is scanned back and forth. The trend of the
large angular scale power spectrum of the noise in
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Fig. 5.— One-dimensional power spectra of the
noise (rebinned in frequency) in the final noise
maps after map-making in the BLAST05 Cas
A configuration. Power spectra are averaged over
the 20 realizations of the simulated data. The
dashed curve is for the simple re-projection map,
the dot-dashed curve for SANEPIC with no noise
correlation between detectors and the triple-dot-
dashed curve for SANEPIC including a treatment
of the correlations. The straight line indicates the
level of white noise in the map predicted by the
map-making procedure (see Section 3.8). Error
bars are computed from the dispersion of mea-
surements among the realizations. For compar-
ison, the upper dotted curve (decreasing almost
like a power law at all scales) represents the power
spectrum of the pure simulated signal in the final
map. The solid curve represents the power spec-
trum of the final map obtained with real data us-
ing SANEPIC, with correlations included. This
shows the benefit of taking into account correla-
tions of the noise between detectors in the map-
making procedure, reducing the noise structure far
below that of the signal in the map. The real data
power spectrum shows that the signal dominates
at all angular scales larger than about 3′ and at
smaller scales we can see that white noise at the
expected level dominates in the map. The drop of
power at around a 3′ scale is due to the BLAST05
beam.

the map just follows the trend of the low frequency
noise power spectrum in the timestreams. We will
see in Section 5.2 that this effect is reduced when
there are multiple scanning directions in the map.

Fig. 6.— Two-dimensional power spectrum of the
noise maps in the BLAST05 Cas A observational
configuration obtained with SANEPIC (noise cor-
relations included) plotted on a logarithmic con-
trast scale.

In order to determine the direction in which
the noise power is strongest in the map, we have
also computed the 2-dimensional noise power spec-
trum. The map of the 2-D power spectrum of the
noise obtained with SANEPIC (noise correlations
included) is shown in Figure 6. The large bright
spot around the center corresponds to a relatively
isotropic component of correlated noise (at least at
large angular scales). It contains a large fraction of
the noise power at large angular scales (seen in the
1-D power spectrum in Figure 5). A smaller, but
significant fraction of the correlated noise is con-
centrated in directions perpendicular to the scan
direction, as can be seen in the figure. As already
discussed, the reason for this excess power is that
the noise in the cross-scan direction is poorly con-
strained. This cross-scan component of the noise
is significant all the way up to the pixel scale.

5.1.2. Signal-only timestreams

We now focus on the signal-only timestream
simulations. In order to demonstrate the supe-
rior performance of SANEPIC relative to sim-
pler methods based on data filtering, we com-
pare with a map-making method which consists
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“downweight” noisy modes

horrible



Cross Linking

F
ig.

4.—
F
in

al
m

ap
s

com
p
u
ted

from
sim

u
lated

p
u
re

n
oise

tim
estream

s
in

th
e

con
fi
gu

ration
of

th
e

B
L
A

S
T

05
C

as
A

ob
servation

s,w
h
ich

h
ave

a
d
om

in
ant

scan
d
irection

.
F
rom

left
to

right:
m

ap
s
ob

tain
ed

w
ith

S
A

N
E

P
IC

in
clu

d
in

g
n
oise

correlation
s;

S
A

N
E

P
IC

w
ith

n
o

n
oise

correlation
s

in
clu

d
ed

in
th

e
m

od
el;

an
d

sim
p
le

p
ixel

b
in

n
in

g
(see

text
for

m
ore

d
etails).

N
ote

th
e

exten
d
ed

d
yn

am
ic

ran
ge

of
th

e
sim

p
le

co-ad
d
ed

m
ap

(right
p
an

el).
T

h
e

m
ap

s
h
ave

a
size

of
ab

ou
t

40
′
in

th
e

cross-scan
d
irection

an
d

ab
ou

t
1
◦

alon
g

th
e

scan
.

T
h
e

p
ixel

size
is

25
′′.

F
igu

re
4

sh
ow

s
com

p
u
ted

n
oise

m
ap

s
for

on
e

of
th

e
realization

s
of

th
e

n
oise

in
each

of
th

e
th

ree
cases.

A
s

exp
ected

,
th

e
m

ap
ob

tain
ed

w
ith

th
e

sim
p
le

p
ixel

b
in

n
in

g
ap

p
roach

contain
s

a
very

large
am

ou
nt

of
low

frequ
en

cy
n
oise,

w
ith

stron
g

strip
in

g
visib

le
alon

g
th

e
scan

d
irection

.
R

esid
u
al

low
frequ

en
cy

n
oise

can
also

b
e

seen
in

th
e

m
ap

ob
tain

ed
u
sin

g
S
A

N
E

P
IC

w
ith

o
u
t

accou
ntin

g
for

th
e

n
oise

correlation
s

b
etw

een
d
etectors.

W
e

d
o

n
ot

exp
ect

th
is

m
eth

od
to

b
e

very
effi

cient,
sin

ce
it

is
very

n
on

-op
tim

al
in

cases
(su

ch
as

th
is

ex-
am

p
le)

w
h
ere

a
very

large
fraction

of
th

e
n
oise

is
correlated

b
etw

een
d
etectors.

In
contrast,

th
e

n
oise

m
ap

ob
tain

ed
w

ith
S
A

N
E

P
IC

is
qu

ite
satis-

factory,
sh

ow
in

g
red

u
ced

p
ow

er
at

low
frequ

en
cy

as
com

p
ared

to
th

e
p
reviou

s
case.

N
everth

eless,
som

e
very

w
eak

excess
p
ow

er
is

seen
in

th
e

cross-
scan

d
irection

.
T

h
is

is
exp

ected
,
sin

ce
th

e
m

ap
is

n
ot

cross-lin
ked

,
an

d
very

p
oor

con
straints

can
b
e

p
u
t

on
th

e
cross-scan

d
irection

s
at

low
sp

atial
fre-

qu
en

cies
(tw

o
p
osition

s
in

th
e

m
ap

sep
arated

by
m

ore
th

an
th

e
size

of
th

e
array

in
th

e
cross-scan

d
irection

are
ob

served
far

ap
art

in
tim

e).
In

ord
er

to
qu

antify
th

e
level

of
low

frequ
en

cy
n
oise

in
th

e
m

ap
s,w

e
com

p
u
te

th
e

1-D
p
ow

er
sp

ec-
tra

of
th

e
m

ap
s,

averaged
over

th
e

20
realization

s
of

th
e

sim
u
lated

d
ata.

F
or

th
e

com
p
u
tation

of
p
ow

er
sp

ectra,
w

e
take

into
accou

nt
on

ly
th

e
cen

-

tral
p
art

of
each

m
ap

,
w

h
ere

th
e

level
of

red
u
n
-

d
an

cy
in

th
e

ob
servation

s
is

h
igh

(w
e

u
se

on
ly

th
e

h
igh

est
sign

al-to-n
oise

region
in

th
e

m
ap

s).
T
o

d
o

so,
w

e
ap

p
ly

an
ap

od
ized

m
ask

to
th

e
m

ap
s

go-
in

g
sm

ooth
ly

from
0

at
th

e
ed

ges
to

1.
F
igu

re
5

sh
ow

s
th

e
n
oise

p
ow

er
sp

ectra
in

th
e

th
ree

cases.
T

h
e

n
oise

level
in

th
e

sim
p
le

re-p
ro

jection
m

ap
is

obviou
sly

very
p
oor

at
all

scales.
B

oth
of

th
e

oth
er

m
ap

-m
akers

reach
th

e
w

h
ite

n
oise

level
for

scales
sm

aller
th

an
3
′

an
d

h
ave

excess
p
ow

er
at

larger
an

gu
lar

scales.
N

everth
eless,

th
e

gain
b
e-

tw
een

fu
ll

S
A

N
E

P
IC

an
d

S
A

N
E

P
IC

w
ith

ou
t

cor-
relation

s
is

very
im

p
ortant

at
allscales

larger
th

an
ab

ou
t

2
′
an

d
reach

es
a

m
axim

u
m

valu
e

of
ab

ou
t

10
at

arou
n
d

20
′

an
gu

lar
scales.

A
n

interestin
g

fact
is

th
at

th
e

kn
ee

frequ
en

cy
of

th
e

n
oise

p
ow

er
sp

ectru
m

in
th

e
op

tim
al

case
h
ere

corresp
on

d
s

to
th

e
inverse

of
th

e
p
hysical

scale
of

th
e

d
etector

array
in

th
e

cross-scan
d
irection

(w
h
ich

is
of

th
e

ord
er

of
6
′).

In
d
eed

,
th

ere
are

n
o

ob
servation

al
re-

d
u
n
d
an

cies
on

scales
larger

th
an

th
e

array
in

th
e

cross-scan
d
irection

in
th

e
ab

sen
ce

of
cross-lin

kin
g

in
th

e
m

ap
.

T
hu

s
th

e
very

lon
g

tim
escale

1/f
n
oise

p
resent

in
th

e
tim

estream
s

is
n
ot

effi
ciently

rem
oved

an
d

re-p
ro

jects
in

th
e

fi
n
al

m
ap

at
large

an
gu

lar
scales.

T
h
is

eff
ect

is
also

p
resent

alon
g

th
e

scan
d
irection

,
b
u
t

w
ith

a
low

er
am

p
litu

d
e

as
th

e
m

ap
is

scan
n
ed

b
ack

an
d

forth
.

T
h
e

tren
d

of
th

e
large

an
gu

lar
scale

p
ow

er
sp

ectru
m

of
th

e
n
oise

in
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n
e-d
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en

sion
al

p
ow

er
sp

ectra
of

th
e

n
oise

(reb
in

n
ed

in
frequ

en
cy)

in
th

e
fi
n
al

n
oise

m
ap

s
after

m
ap

-m
akin

g
in

th
e

B
L
A

S
T

05
C

as
A

con
fi
gu

ration
.

P
ow

er
sp

ectra
are

averaged
over

th
e

20
realization

s
of

th
e

sim
u
lated

d
ata.

T
h
e

d
ash

ed
cu

rve
is

for
th

e
sim

p
le

re-p
ro

jection
m

ap
,

th
e

d
ot-d

ash
ed

cu
rve

for
S
A

N
E

P
IC

w
ith

n
o

n
oise

correlation
b
etw

een
d
etectors

an
d

th
e

trip
le-d

ot-
d
ash

ed
cu

rve
for

S
A

N
E

P
IC

in
clu

d
in

g
a

treatm
ent

of
th

e
correlation

s.
T

h
e

straight
lin

e
in

d
icates

th
e

level
of

w
h
ite

n
oise

in
th

e
m

ap
p
red

icted
by

th
e

m
ap

-m
akin

g
p
roced

u
re

(see
S
ection

3.8).
E

rror
b
ars

are
com

p
u
ted

from
th

e
d
isp

ersion
of

m
ea-

su
rem

ents
am

on
g

th
e

realization
s.

F
or

com
p
ar-

ison
,

th
e

u
p
p
er

d
otted

cu
rve

(d
ecreasin

g
alm

ost
like

a
p
ow

er
law

at
all

scales)
rep

resents
th

e
p
ow

er
sp

ectru
m

of
th

e
p
u
re

sim
u
lated

sign
al

in
th

e
fi
n
al

m
ap

.
T

h
e

solid
cu

rve
rep

resents
th

e
p
ow

er
sp

ec-
tru

m
of

th
e

fi
n
al

m
ap

ob
tain

ed
w

ith
real

d
ata

u
s-

in
g

S
A

N
E

P
IC

,
w

ith
correlation

s
in

clu
d
ed

.
T

h
is

sh
ow

s
th

e
b
en

efi
t

of
takin

g
into

accou
nt

correla-
tion

s
of

th
e

n
oise

b
etw

een
d
etectors

in
th

e
m

ap
-

m
akin

g
p
roced

u
re, red

u
cin

g
th

e
n
oise

stru
ctu

re
far

b
elow

th
at

of
th

e
sign

al
in

th
e

m
ap

.
T

h
e

real
d
ata

p
ow

er
sp

ectru
m

sh
ow

s
th

at
th

e
sign

al
d
om

in
ates

at
all

an
gu

lar
scales

larger
th

an
ab

ou
t

3
′

an
d

at
sm

aller
scales

w
e

can
see

th
at

w
h
ite

n
oise

at
th

e
exp

ected
level

d
om

in
ates

in
th

e
m

ap
.

T
h
e

d
rop

of
p
ow

er
at

arou
n
d

a
3
′
scale

is
d
u
e

to
th

e
B

L
A

S
T

05
b
eam

.

th
e

m
ap

ju
st

follow
s
th

e
tren

d
of

th
e

low
frequ

en
cy

n
oise

p
ow

er
sp

ectru
m

in
th

e
tim

estream
s.

W
e

w
ill

see
in

S
ection

5.2
th

at
th

is
eff

ect
is

red
u
ced

w
h
en

th
ere

are
m

u
ltip

le
scan

n
in

g
d
irection

s
in

th
e

m
ap

.
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n
oise
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s
in

th
e

B
L
A

S
T
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C
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al
con

fi
gu

ration
ob
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ed

w
ith

S
A

N
E

P
IC

(n
oise

cor-
relation

s
in

clu
d
ed

)
p
lotted

on
a

logarith
m

ic
con

-
trast

scale.

In
ord

er
to

d
eterm

in
e

th
e

d
irection

in
w

h
ich

th
e

n
oise

p
ow

er
is

stron
gest

in
th

e
m

ap
,
w

e
h
ave

also
com

p
u
ted

th
e

2-d
im

en
sion

al n
oise

p
ow

er
sp

ec-
tru

m
.

T
h
e

m
ap

of
th

e
2-D

p
ow

er
sp

ectru
m

of
th

e
n
oise

ob
tain

ed
w

ith
S
A

N
E

P
IC

(n
oise

correlation
s

in
clu

d
ed

)
is

sh
ow

n
in

F
igu

re
6.

T
h
e

large
b
right

sp
ot

arou
n
d

th
e

center
corresp

on
d
s

to
a

relatively
isotrop

ic
com

p
on

ent
of

correlated
n
oise

(at
least

at
large

an
gu

lar
scales).

It
contain

s
a

large
fraction

of
th

e
n
oise

p
ow

er
at

large
an

gu
lar

scales
(seen

in
th

e
1-D

p
ow

er
sp

ectru
m

in
F
igu

re
5).

A
sm

aller,
b
u
t

sign
ifi

cant
fraction

of
th

e
correlated

n
oise

is
con

-
centrated

in
d
irection

s
p
erp

en
d
icu

lar
to

th
e

scan
d
irection

,
as

can
b
e

seen
in

th
e

fi
gu

re.
A

s
alread

y
d
iscu

ssed
,
th

e
reason

for
th

is
excess

p
ow

er
is

th
at

th
e

n
oise

in
th

e
cross-scan

d
irection

is
p
oorly

con
-

strain
ed

.
T

h
is

cross-scan
com

p
on

ent
of

th
e

n
oise

is
sign

ifi
cant

all
th

e
w

ay
u
p

to
th

e
p
ixel

scale.

5
.1

.2
.

S
ign

a
l-o

n
ly

tim
estrea

m
s

W
e

n
ow

focu
s

on
th

e
sign

al-on
ly

tim
estream

sim
u
lation

s.
In

ord
er

to
d
em

on
strate

th
e

su
p
e-

rior
p
erform

an
ce

of
S
A

N
E

P
IC

relative
to

sim
-

p
ler

m
eth

od
s

b
ased

on
d
ata

fi
lterin

g,
w

e
com

-
p
are

w
ith

a
m

ap
-m

akin
g

m
eth

od
w

h
ich

con
sists
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F
in

al
m

ap
s

com
p
u
ted

from
sim

u
lated

p
u
re

n
oise

tim
estream

s
in

th
e

con
fi
gu

ration
of

th
e

B
L
A

S
T

05
C

as
A

ob
servation

s,w
h
ich

h
ave

a
d
om

in
ant

scan
d
irection

.
F
rom

left
to

right:
m

ap
s
ob

tain
ed

w
ith

S
A

N
E

P
IC

in
clu

d
in

g
n
oise

correlation
s;

S
A

N
E

P
IC

w
ith

n
o

n
oise

correlation
s

in
clu

d
ed

in
th

e
m

od
el;

an
d

sim
p
le

p
ixel

b
in

n
in

g
(see

text
for

m
ore

d
etails).

N
ote

th
e

exten
d
ed

d
yn

am
ic

ran
ge

of
th

e
sim

p
le

co-ad
d
ed

m
ap

(right
p
an

el).
T

h
e

m
ap

s
h
ave

a
size

of
ab

ou
t

40
′
in

th
e

cross-scan
d
irection

an
d

ab
ou

t
1
◦

alon
g

th
e

scan
.

T
h
e

p
ixel

size
is

25
′′.

F
igu

re
4

sh
ow

s
com

p
u
ted

n
oise

m
ap

s
for

on
e

of
th

e
realization

s
of

th
e

n
oise

in
each

of
th

e
th

ree
cases.

A
s

exp
ected

,
th

e
m

ap
ob

tain
ed

w
ith

th
e

sim
p
le

p
ixel

b
in

n
in

g
ap

p
roach

contain
s

a
very

large
am

ou
nt

of
low

frequ
en

cy
n
oise,

w
ith

stron
g

strip
in

g
visib

le
alon

g
th

e
scan

d
irection

.
R

esid
u
al

low
frequ

en
cy

n
oise

can
also

b
e

seen
in

th
e

m
ap

ob
tain

ed
u
sin

g
S
A

N
E

P
IC

w
ith

o
u
t

accou
ntin

g
for

th
e

n
oise

correlation
s

b
etw

een
d
etectors.

W
e

d
o

n
ot

exp
ect

th
is

m
eth

od
to

b
e

very
effi

cient,
sin

ce
it

is
very

n
on

-op
tim

al
in

cases
(su

ch
as

th
is

ex-
am

p
le)

w
h
ere

a
very

large
fraction

of
th

e
n
oise

is
correlated

b
etw

een
d
etectors.

In
contrast,

th
e

n
oise

m
ap

ob
tain

ed
w

ith
S
A

N
E

P
IC

is
qu

ite
satis-

factory,
sh

ow
in

g
red

u
ced

p
ow

er
at

low
frequ

en
cy

as
com

p
ared

to
th

e
p
reviou

s
case.

N
everth

eless,
som

e
very

w
eak

excess
p
ow

er
is

seen
in

th
e

cross-
scan

d
irection

.
T

h
is

is
exp

ected
,
sin

ce
th

e
m

ap
is

n
ot

cross-lin
ked

,
an

d
very

p
oor

con
straints

can
b
e

p
u
t

on
th

e
cross-scan

d
irection

s
at

low
sp

atial
fre-

qu
en

cies
(tw

o
p
osition

s
in

th
e

m
ap

sep
arated

by
m

ore
th

an
th

e
size

of
th

e
array

in
th

e
cross-scan

d
irection

are
ob

served
far

ap
art

in
tim

e).
In

ord
er

to
qu

antify
th

e
level

of
low

frequ
en

cy
n
oise

in
th

e
m

ap
s,w

e
com

p
u
te

th
e

1-D
p
ow

er
sp

ec-
tra

of
th

e
m

ap
s,

averaged
over

th
e

20
realization

s
of

th
e

sim
u
lated

d
ata.

F
or

th
e

com
p
u
tation

of
p
ow

er
sp

ectra,
w

e
take

into
accou

nt
on

ly
th

e
cen

-

tral
p
art

of
each

m
ap

,
w

h
ere

th
e

level
of

red
u
n
-

d
an

cy
in

th
e

ob
servation

s
is

h
igh

(w
e

u
se

on
ly

th
e

h
igh

est
sign

al-to-n
oise

region
in

th
e

m
ap

s).
T
o

d
o

so,
w

e
ap

p
ly

an
ap

od
ized

m
ask

to
th

e
m

ap
s

go-
in

g
sm

ooth
ly

from
0

at
th

e
ed

ges
to

1.
F
igu

re
5

sh
ow

s
th

e
n
oise

p
ow

er
sp

ectra
in

th
e

th
ree

cases.
T

h
e

n
oise

level
in

th
e

sim
p
le

re-p
ro

jection
m

ap
is

obviou
sly

very
p
oor

at
all

scales.
B

oth
of

th
e

oth
er

m
ap

-m
akers

reach
th

e
w

h
ite

n
oise

level
for

scales
sm

aller
th

an
3
′

an
d

h
ave

excess
p
ow

er
at

larger
an

gu
lar

scales.
N

everth
eless,

th
e

gain
b
e-

tw
een

fu
ll

S
A

N
E

P
IC

an
d

S
A

N
E

P
IC

w
ith

ou
t

cor-
relation

s
is

very
im

p
ortant

at
allscales

larger
th

an
ab

ou
t

2
′
an

d
reach

es
a

m
axim

u
m

valu
e

of
ab

ou
t

10
at

arou
n
d

20
′

an
gu

lar
scales.

A
n

interestin
g

fact
is

th
at

th
e

kn
ee

frequ
en

cy
of

th
e

n
oise

p
ow

er
sp

ectru
m

in
th

e
op

tim
al

case
h
ere

corresp
on

d
s

to
th

e
inverse

of
th

e
p
hysical

scale
of

th
e

d
etector

array
in

th
e

cross-scan
d
irection

(w
h
ich

is
of

th
e

ord
er

of
6
′).

In
d
eed

,
th

ere
are

n
o

ob
servation

al
re-

d
u
n
d
an

cies
on

scales
larger

th
an

th
e

array
in

th
e

cross-scan
d
irection

in
th

e
ab

sen
ce

of
cross-lin

kin
g

in
th

e
m

ap
.

T
hu

s
th

e
very

lon
g

tim
escale

1/f
n
oise

p
resent

in
th

e
tim

estream
s

is
n
ot

effi
ciently

rem
oved

an
d

re-p
ro

jects
in

th
e

fi
n
al

m
ap

at
large

an
gu

lar
scales.

T
h
is

eff
ect

is
also

p
resent

alon
g

th
e

scan
d
irection

,
b
u
t

w
ith

a
low

er
am

p
litu

d
e

as
th

e
m

ap
is

scan
n
ed

b
ack

an
d

forth
.

T
h
e

tren
d

of
th

e
large

an
gu

lar
scale

p
ow

er
sp

ectru
m

of
th

e
n
oise

in

18

F
ig.

5.—
O

n
e-d

im
en

sion
al

p
ow

er
sp

ectra
of

th
e

n
oise

(reb
in

n
ed

in
frequ

en
cy)

in
th

e
fi
n
al

n
oise

m
ap

s
after

m
ap

-m
akin

g
in

th
e

B
L
A

S
T

05
C

as
A

con
fi
gu

ration
.

P
ow

er
sp

ectra
are

averaged
over

th
e

20
realization

s
of

th
e

sim
u
lated

d
ata.

T
h
e

d
ash

ed
cu

rve
is

for
th

e
sim

p
le

re-p
ro

jection
m

ap
,

th
e

d
ot-d

ash
ed

cu
rve

for
S
A

N
E

P
IC

w
ith

n
o

n
oise

correlation
b
etw

een
d
etectors

an
d

th
e

trip
le-d

ot-
d
ash

ed
cu

rve
for

S
A

N
E

P
IC

in
clu

d
in

g
a

treatm
ent

of
th

e
correlation

s.
T

h
e

straight
lin

e
in

d
icates

th
e

level
of

w
h
ite

n
oise

in
th

e
m

ap
p
red

icted
by

th
e

m
ap

-m
akin

g
p
roced

u
re

(see
S
ection

3.8).
E

rror
b
ars

are
com

p
u
ted

from
th

e
d
isp

ersion
of

m
ea-

su
rem

ents
am

on
g

th
e

realization
s.

F
or

com
p
ar-

ison
,

th
e

u
p
p
er

d
otted

cu
rve

(d
ecreasin

g
alm

ost
like

a
p
ow

er
law

at
all

scales)
rep

resents
th

e
p
ow

er
sp

ectru
m

of
th

e
p
u
re

sim
u
lated

sign
al

in
th

e
fi
n
al

m
ap

.
T

h
e

solid
cu

rve
rep

resents
th

e
p
ow

er
sp

ec-
tru

m
of

th
e

fi
n
al

m
ap

ob
tain

ed
w

ith
real

d
ata

u
s-

in
g

S
A

N
E

P
IC

,
w

ith
correlation

s
in

clu
d
ed

.
T

h
is

sh
ow

s
th

e
b
en

efi
t

of
takin

g
into

accou
nt

correla-
tion

s
of

th
e

n
oise

b
etw

een
d
etectors

in
th

e
m

ap
-

m
akin

g
p
roced

u
re, red

u
cin

g
th

e
n
oise

stru
ctu

re
far

b
elow

th
at

of
th

e
sign

al
in

th
e

m
ap

.
T

h
e

real
d
ata

p
ow

er
sp

ectru
m

sh
ow

s
th

at
th

e
sign

al
d
om

in
ates

at
all

an
gu

lar
scales

larger
th

an
ab

ou
t

3
′

an
d

at
sm

aller
scales

w
e

can
see

th
at

w
h
ite

n
oise

at
th

e
exp

ected
level

d
om

in
ates

in
th

e
m

ap
.

T
h
e

d
rop

of
p
ow

er
at

arou
n
d

a
3
′
scale

is
d
u
e

to
th

e
B

L
A

S
T

05
b
eam

.

th
e

m
ap

ju
st

follow
s
th

e
tren

d
of

th
e

low
frequ

en
cy

n
oise

p
ow

er
sp

ectru
m

in
th

e
tim

estream
s.

W
e

w
ill

see
in

S
ection

5.2
th

at
th

is
eff

ect
is

red
u
ced

w
h
en

th
ere

are
m

u
ltip

le
scan

n
in

g
d
irection

s
in

th
e

m
ap

.

F
ig.

6.—
T

w
o-d

im
en

sion
al

p
ow

er
sp

ectru
m

of
th

e
n
oise

m
ap

s
in

th
e

B
L
A

S
T

05
C

as
A

ob
servation

al
con

fi
gu

ration
ob

tain
ed

w
ith

S
A

N
E

P
IC

(n
oise

cor-
relation

s
in

clu
d
ed

)
p
lotted

on
a

logarith
m

ic
con

-
trast

scale.

In
ord

er
to

d
eterm

in
e

th
e

d
irection

in
w

h
ich

th
e

n
oise

p
ow

er
is

stron
gest

in
th

e
m

ap
,
w

e
h
ave

also
com

p
u
ted

th
e

2-d
im

en
sion

al n
oise

p
ow

er
sp

ec-
tru

m
.

T
h
e

m
ap

of
th

e
2-D

p
ow

er
sp

ectru
m

of
th

e
n
oise

ob
tain

ed
w

ith
S
A

N
E

P
IC

(n
oise

correlation
s

in
clu

d
ed

)
is

sh
ow

n
in

F
igu

re
6.

T
h
e

large
b
right

sp
ot

arou
n
d

th
e

center
corresp

on
d
s

to
a

relatively
isotrop

ic
com

p
on

ent
of

correlated
n
oise

(at
least

at
large

an
gu

lar
scales).

It
contain

s
a

large
fraction

of
th

e
n
oise

p
ow

er
at

large
an

gu
lar

scales
(seen

in
th

e
1-D

p
ow

er
sp

ectru
m

in
F
igu

re
5).

A
sm

aller,
b
u
t

sign
ifi

cant
fraction

of
th

e
correlated

n
oise

is
con

-
centrated

in
d
irection

s
p
erp

en
d
icu

lar
to

th
e

scan
d
irection

,
as

can
b
e

seen
in

th
e

fi
gu

re.
A

s
alread

y
d
iscu

ssed
,
th

e
reason

for
th

is
excess

p
ow

er
is

th
at

th
e

n
oise

in
th

e
cross-scan

d
irection

is
p
oorly

con
-

strain
ed

.
T

h
is

cross-scan
com

p
on

ent
of

th
e

n
oise

is
sign

ifi
cant

all
th

e
w

ay
u
p

to
th

e
p
ixel

scale.

5
.1

.2
.

S
ign

a
l-o

n
ly

tim
estrea

m
s

W
e

n
ow

focu
s

on
th

e
sign

al-on
ly

tim
estream

sim
u
lation

s.
In

ord
er

to
d
em

on
strate

th
e

su
p
e-

rior
p
erform

an
ce

of
S
A

N
E

P
IC

relative
to

sim
-

p
ler

m
eth

od
s

b
ased

on
d
ata

fi
lterin

g,
w

e
com

-
p
are

w
ith

a
m

ap
-m

akin
g

m
eth

od
w

h
ich

con
sists

19

MAP Fourier space

Drawback: you now have 2N sort of noisy modes instead of N horrible ones

noisier

no
isi

er



160 um Maps

Lagache et al 2007

“standard” reduction
corrected map

10 deg2 
with 

Spitzer



160 um Power Spectrum

Lagache et al 2007



HerMES power spectra

Combined 5 fields 
over 70 deg2 

Viero & Wang et al. (2012b)  
arXiv: 1208.5049

l = 216 l = 21,600

Poisson

2-halo

2-halo

1-halo

1-halo



HerMES power spectra
250 μm 350 μm 500 μm

25
0 
μm

35
0 
μm

50
0 
μm

Combined 5 fields 
over 70 deg2 

Viero & Wang et al. (2012b)  arXiv: 1208.5049M. Viero



SPT CIB Detection
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Fig. 5.— The SPT bandpowers (black circles) are plotted at each frequency along with the following model components:

total power (thin, solid, black line), CMB (thick, solid, purple line), tSZ effect(dotted, blue line), clustered point source power

(dot-dashed, red line), Poisson point source power (thin, dashed, cyan line), and kSZ effect (thick, dashed, green line). In all

cases, the kSZ effect is fixed to the S09 model. At 150 × 220 and 220 × 220, the plotted models are the maximum-likelihood

solutions. We also plot the maximum-likelihood CMB and Poisson point source components for the 150 × 150 bandpowers;

however, the other components plotted at 150 × 150 are extrapolated from other data. The tSZ component is set to the L09

maximum-likelihood amplitude for this kSZ model. The clustered point source component at 150×150GHz is fixed to the value

inferred by extrapolating from the best-fit amplitudes of the other two power spectra assuming perfect correlation.

Fig. 6.— The residual SPT bandpowers (black circles) after subtraction of the tSZ, kSZ, and CMB model components shown

in Fig. 5. Note that the power is plotted in C� ∝ D�/(�(�+1)) as the Poison point source power is flat in C�. The residual model

components are as follows (see the description in the Fig. 5 caption): total residual power (thin, solid, black line), clustered

point source power (thick, dot-dashed, red line), and Poisson point source power (thin, dashed, cyan line). The error bars have

been expanded to include uncertainties in the CMB contribution, as described in the text.

values vary by 3 × 10−7µK2 which leads to a spread in
most likely ᾱP

150−220 of 0.07. Adding this uncertainty in
quadrature to ± 0.25 we get ᾱP

150−220 = 3.86± 0.26.
Most models for mm-wavelength dust emission pre-

dict shallower spectral indices. For example, the Poisson
spectral index is 2.3 in the LDP model. The LDP model
is in good agreement with published source counts at
higher frequencies, and it is possible that the disagree-
ment with the SPT data results entirely from the ex-
trapolation to our frequencies. All six of the template
SEDs in the LDP model have α150−220 � 2.7 for z = 2.
Expanding the set of spectral templates to include some
which are steeper at long wavelengths might resolve the
disagreement.

We can also use our measurement of ᾱP
150−220 to con-

strain the dust emissivity index in the single-SED model.
In the RJ (infinite-temperature) limit α = β + 2, but

finite temperature corrections to this relation are signifi-
cant. Taking Td = 34K (consistent with Chapman et al.
2005 who find Td = 36± 7 K and Dunne et al. 2000 who
find Td = 35.6 ± 4.9 K), we find α150−220 = β + 1.7 for
sources at z = 1 and α150−220 = β + 1.5 for sources at
z = 2.

Of course, the emission is coming from a range of red-
shifts, not just z = 1 or z = 2. If we take the red-
shift distribution of the Poisson contribution to be the
same as that of the mean background light in our fidu-
cial single-SED model, we find ᾱP

150−220 = 1.38+β. This
implies that β = 2.48 ± 0.26. Changing Td from 34 K
to 40 K or changing zc from zc = 2 to zc = 1, we find
β = 2.38 ± 0.26. However, BLAST and Spitzer data
place some strong constraints on these variations as we
describe below.

Theoretical models calibrated with laboratory data
and astronomical observations at ultraviolet and visible

9

Fig. 5.— The SPT bandpowers (black circles) are plotted at each frequency along with the following model components:

total power (thin, solid, black line), CMB (thick, solid, purple line), tSZ effect(dotted, blue line), clustered point source power

(dot-dashed, red line), Poisson point source power (thin, dashed, cyan line), and kSZ effect (thick, dashed, green line). In all

cases, the kSZ effect is fixed to the S09 model. At 150 × 220 and 220 × 220, the plotted models are the maximum-likelihood

solutions. We also plot the maximum-likelihood CMB and Poisson point source components for the 150 × 150 bandpowers;

however, the other components plotted at 150 × 150 are extrapolated from other data. The tSZ component is set to the L09

maximum-likelihood amplitude for this kSZ model. The clustered point source component at 150×150GHz is fixed to the value

inferred by extrapolating from the best-fit amplitudes of the other two power spectra assuming perfect correlation.

Fig. 6.— The residual SPT bandpowers (black circles) after subtraction of the tSZ, kSZ, and CMB model components shown

in Fig. 5. Note that the power is plotted in C� ∝ D�/(�(�+1)) as the Poison point source power is flat in C�. The residual model

components are as follows (see the description in the Fig. 5 caption): total residual power (thin, solid, black line), clustered

point source power (thick, dot-dashed, red line), and Poisson point source power (thin, dashed, cyan line). The error bars have

been expanded to include uncertainties in the CMB contribution, as described in the text.

values vary by 3 × 10−7µK2 which leads to a spread in
most likely ᾱP

150−220 of 0.07. Adding this uncertainty in
quadrature to ± 0.25 we get ᾱP

150−220 = 3.86± 0.26.
Most models for mm-wavelength dust emission pre-

dict shallower spectral indices. For example, the Poisson
spectral index is 2.3 in the LDP model. The LDP model
is in good agreement with published source counts at
higher frequencies, and it is possible that the disagree-
ment with the SPT data results entirely from the ex-
trapolation to our frequencies. All six of the template
SEDs in the LDP model have α150−220 � 2.7 for z = 2.
Expanding the set of spectral templates to include some
which are steeper at long wavelengths might resolve the
disagreement.

We can also use our measurement of ᾱP
150−220 to con-

strain the dust emissivity index in the single-SED model.
In the RJ (infinite-temperature) limit α = β + 2, but

finite temperature corrections to this relation are signifi-
cant. Taking Td = 34K (consistent with Chapman et al.
2005 who find Td = 36± 7 K and Dunne et al. 2000 who
find Td = 35.6 ± 4.9 K), we find α150−220 = β + 1.7 for
sources at z = 1 and α150−220 = β + 1.5 for sources at
z = 2.

Of course, the emission is coming from a range of red-
shifts, not just z = 1 or z = 2. If we take the red-
shift distribution of the Poisson contribution to be the
same as that of the mean background light in our fidu-
cial single-SED model, we find ᾱP

150−220 = 1.38+β. This
implies that β = 2.48 ± 0.26. Changing Td from 34 K
to 40 K or changing zc from zc = 2 to zc = 1, we find
β = 2.38 ± 0.26. However, BLAST and Spitzer data
place some strong constraints on these variations as we
describe below.

Theoretical models calibrated with laboratory data
and astronomical observations at ultraviolet and visible

Hall et al 2010
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Fig. 6.— BLAST × BLAST (250–500µm) and ACT× BLAST (1380–2030µm) power spectra in P (kθ) with 1σ errorbars. Squares and
crosses are the data before and after cirrus removal. Red exes and red horizontal dotted lines are published power spectra and Poisson
noise levels from V09. The dotted blue lines which are horizontal and which are falling with kθ, are the best-fit Poisson and clustering
terms, respectively. The departure from Poisson is the evidence for clustering of DSFGs. Note that the vertical scale is different for each
panel. The error bars are described in Appendix B.

(I(sub)mm/I100)
2, which is estimated using model 8 of

Finkbeiner et al. (1999).

5. POWER SPECTRUM RESULTS

The BLAST auto-band and cross-band power spectra
and BLAST × ACT cross-frequency power spectra are
shown in Fig. 6. Raw data are shown as squares, while
cirrus subtracted points are shown as crosses with error
bars. The Galactic cirrus spectra, interpolated to our
bands as described in § 2.6, are shown as dashed lines
in the bottom left corner of each panel (when strong
enough to appear at all). Cirrus appears to have a nearly
negligible effect on the power in most bands, with only
a marginal contribution in the 250µm auto-spectrum.
Note, the cirrus contribution in V09 to the BLAST
bands was extrapolated from 100µm incorrectly; how-
ever, properly accounting for cirrus ultimately has little
impact on the final result. The cirrus-corrected data are
given in Table 2. We describe the models and the fits to
these data in § 6.
The figure shows a clear cross-correlation between

ACT and BLAST. There is both a significantly corre-
lated Poisson term (horizontal line) and a clear cluster-
ing term (rising to low kθ). This is the main result of this
paper: that the unresolved BLAST background made up
of DSFGs is intimately related to the ACT unresolved
background. The signal is clearest in the ACT 1380µm
correlation with BLAST 500 and 350µm, and less sig-

nificant in the ACT 1380 and 2030µm correlation with
BLAST 250µm. Additionally, the figure confirms the
V09 BLAST power spectrum analysis, and extends it to
include the cross-frequency correlation between BLAST
bands.
Not shown in Fig. 6 are predictions for the cross-

correlation of the SZ increment and decrement, nor that
of predictions for the cross-correlations of the SZ decre-
ment and DSFGs. Both of these signals would appear
as anti-correlated at the ACT 2030µm band, and would
act to decrease the total sky signal. The former, us-
ing templates of Battaglia et al. (2010), was predicted to
be negligibly small; and while at some level the latter
should exist, we have not yet identified a clear signature
(which should appear only in the cross-correlations with
the ACT 2030µm band).

6. LINEAR CLUSTERING MODEL

In this section we estimate the DSFG Poisson power
levels, and fit the clustered component using a simple lin-
ear model similar to that of V09 and Hall et al. (2010).
We assume that the clustered component of the DSFG
power spectrum, PDSFG, is related to the linear dark mat-
ter power spectrum, PDM, through a single bias param-
eter b(z):

PDSFG(k, z) = b(z)2PDM(k, z), (12)

Hajian et al 2012



Planck CIB 
Measurements

Planck Collaboration: CIB anisotropies with Planck

Figure 20. Angular power spectrum of CIB anisotropies at 217, 353, 545, and 857 GHz. Each panel corresponds to one frequency. For each
frequency, the blue points correspond to the angular auto power-spectra, and the associated error bars include statistical and photometric calibration
systematic contributions. The best-fit model per frequency (including shot noise) corresponds to the solid orange line. The dashed (dot-dashed)
orange lines correspond to the 2h (1h) contributions. The green triple dot-dashed curve corresponds to the Poisson noise level, fixed to its expected
value. To obtain these fits, three parameters per frequency were varied: log10 Mmin, αsat and jeff . The fits are obviously qualitatively very good.

Frequency (GHz) log10 Mmin [h−1M⊙] αsat jeff [Jy/Mpc/sr] Reduced χ2 (χ2/do f )
217 11.95 ± 2.10 1.30 ± 1.16 7.51 ±0.75 × 101 2.68 (16.1/6)
353 12.49 ± 0.42 1.39 ± 0.42 2.00 ±0.29 × 102 2.42 (14.5/6)
545 12.35 ± 1.01 1.17 ± 0.65 3.11 ±3.85 × 102 0.50 (3.04/6)
857 12.20 ± 0.51 1.02 ± 0.87 3.14 ±17.0 × 102 0.73 (4.40/6)
217 11.82 ± 1.92 1.17 ± 2.38 N/A 1.14 (7.96/7)
353 12.50 ± 0.09 1.35 ± 0.20 N/A 0.80 (5.64/7)
545 12.35 ± 0.94 1.17 ± 0.45 N/A 0.35 (2.46/7)
857 12.21 ± 1.23 0.96 ± 0.73 N/A 0.60 (4.22/7)

Table 7. Best-fit values for each frequency, as well as the reduced χ2. The errors correspond to the 1σ Gaussian errors, including statistical and
photometric calibration systematic contributions. Systematic errors introduced by the beam uncertainty (see Sect. 4.2.2) are not included here, but
contribute less than an extra 10% to the error budget. The upper half of the array allows for a freely varying jeff per frequency, while in the bottom
half jeff is fixed to the extrapolation coming from our model.

6. Conclusion

We presented the first measurement of CIB anisotropies with
Planck, detecting power from 10� to 2◦. Owing to the excep-
tional quality of the data, and using a complete analysis of the
different steps that lead to the CIB anisotropy power spectra, we

were able to measure the clustering of dusty, star-forming galax-
ies at 217, 353, 545, and 857 GHz with unprecedented precision.

We worked on six independent fields, chosen to have high
angular-resolution Hi data and low foreground contamination.
The CIB maps were cleaned using templates: Hi for Galactic
cirrus; and the Planck 143 GHz maps for CMB. Having Hi data
is necessary to cleanly separate CIB and cirrus fluctuations.

24
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First detection of clustered point source 
power from CIB sources in the mm bands

Hall et al 2010

Frequency scaling of Dusty 
Galaxy Backgrounds

Single-SED model 
assumes all galaxies 
have same rest-
frame properties 
(T=34 K, β=2) 
spread over a broad 
range in redshift 
(peaking at z=2)
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Fig. 10.— C! versus wavelength for observations and models. From left to right, the actual or effective wavelengths, λeff =
√
λ1λ2,

(inµm) are: 2030, 1673, 1380, 1007, 843, 831, 712, 695, 587, 500, 418, 354, 350, 296, 250, 160, 100, and 90. Best-fit Poisson (left panel) and
clustered (at " = 3000, right panel) C! from measurements are shown as squares (auto-spectra) and diamonds (cross-spectra), respectively,
and our measurement of IRIS galaxies are shown as red crosses. Open circles represent the prediction for the clustered power at the ACT
wavelengths from the best-fit, redshift-dependent bias model. Uncertainties are omitted for visual clarity, but are generally smaller than the

size of the symbols due to the large dynamic range in C!. The geometric mean of the cross-band spectra, defined as
√

Cλ1

! ·Cλ2

! , are shown

as downward-pointing arrows. Measurements from other experiments are: ACT (Dunkley et al. 2010, yellow asterisks); BLAST (Viero et al.
2009, black exes); Spitzer (Lagache et al. 2007, green asterisk); SPT (Hall et al. 2010, yellow triangles); AKARI (Matsuura et al. 2010,
black triangle). The FIRAS modified blackbody (T = 18.5, β = 0.64) is plotted as a dotted line. As was seen in Hall et al. (2010, Fig. 5),
FIRAS describes the data short of 500µm, but over-predicts the measurements at millimeter wavelengths. The ratio of the measurement
(diamonds) to the geometric mean (downward-pointing arrows) represents the level of cross-correlation between bands.

band (µm) 250 350 500 1380 2030

250 (1.1 ± 0.1) × 107 (9.1 ± 0.6) × 104 (3.1 ± 0.3) × 103 (1.± 0.4) × 101 (5.9± 1.9)× 100

Cp
! (µK2) 350 – (1.1 ± 0.1) × 103 (3.4 ± 0.3) × 101 (1.8 ± 0.3)× 10−1 (1.0± 0.2)× 10−1

500 – – (1.8 ± 0.1) × 100 (7.3 ± 1.0)× 10−3 (4.6± 0.7)× 10−3

250 (6.1 ± 1.1) × 106 (7.3 ± 1.1) × 104 (3.6 ± 0.3) × 103 (9.3 ± 1.1)× 100 (3.6± 0.4)× 100

350 – (8.7 ± 1.2) × 102 (4.4 ± 0.6) × 101 (1.2 ± 0.2)× 10−1 (4.7± 0.7)× 10−2

Cc
!=3000 (µK2) 500 – – (2.1 ± 0.3) × 100 (6.9 ± 1.1)× 10−3 (2.6± 0.4)× 10−3

1380 – – – (3.4 ± 1.0)× 10−5 (1.2± 0.3)× 10−5

2030 – – – – (4.4± 1.2)× 10−6

TABLE 1
Best-fit CPoisson

! and Cclustering
! (" = 3000), including predictions for the clustered power at the three effective ACT bands.

Predictions for the Poisson power at ACT bands are not provided as the Poisson terms are treated as free parameters
when obtaining the best fit (see § 6).
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Summary

• lots more information in a map than just 
source counts (1 pt function)

• power spectrum of CIB map is providing 
measurements of clustering at many 
wavelengths (2 pt function)
–SPT, ACT, Planck turn out to be CIB 

experiments
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